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Abstract  
  
Cybersecurity is rapidly embracing ML. Integrating ML into cybersecurity mainly aims to improve the effectiveness, 
scalability, and actionability of malware detection compared to more conventional approaches that depend on 
human intervention. Problems with ML need well-managed theoretical and methodical approaches in the 
cybersecurity sector. The increasing prevalence of cyber threats necessitates effective strategies for malware 
detection within cybersecurity frameworks. Using the EMBER v2017 dataset—this study intends to develop and 
assess ML methods for malware attack detection and classification. This research used machine learning 
classification algorithms Neural Network (NN), Random Forest (RF), and SVM (Support vector machine) and 
evaluated the performance of these models in terms of F1 score, precision, accuracy, and recall. The Neural Network 
model exceeds the others, with an accuracy of 97.53% and a precision of 98.85%, whereas RF has a lesser accuracy of 
84.3%. These findings underscore the importance of using powerful machine-learning techniques to improve 
cybersecurity safeguards against emerging threats. The work contributes to the field by providing a detailed 
examination of the performance of several malware detection techniques, as well as recommendations for future 
research and practical cybersecurity applications. 
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1. Introduction 
 
In the last few decades, as information technology has 
gotten more and more popular, a number of security 
challenges have developed, including virus attacks, 
denial of service (DoS), unauthorised acces[1], Zero-
day attacks, data breaches, social engineering, 
phishing, and related activities have increased 
exponentially during the last ten years. Malware 
researchers and analysts recorded less than 50 million 
unique executables in 2010. This claimed figure 
increased by around 100% in 2012, reaching over 100 
million. The security industry discovered more than 
900 million malicious executables in 2019, according 
to AV-TEST statistics, and that figure is consistently 
increasing [2]. People and companies alike are 
vulnerable to cybercrime and network assaults, which 
may result in substantial financial losses[3]. For 
instance, data breaches cost an estimated US$8.19 
million worldwide and an average of US$3.9 million. 
On top of that, every year, the economy loses $400 
billion due to cybercrime[4] 

A survey of security experts found that in the next 
five years, the amount of compromised documents 
would almost triple[5].  
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To avoid such losses, firms must establish and 
implement an effective cybersecurity plan[6][7]. 
Recent socioeconomic studies have shown that 
governments and individuals having access to highly 
classified data, apps, and technologies are crucial to 
national security[8][9][10]. It is also contingent upon 
the businesses that provide their employees with 
access, as they have the ability and knowledge to 
promptly and effectively identify such cyber 
threats [11][12]. As a result, protecting vital systems 
against cyberattacks—both known and unknown—and 
intelligently identifying a wide range of cyber-
occurrences are the two most important issues that 
need our urgent attention[13][14]. 

Cybersecurity is the study and practice of 
preventing harm to, or intrusion into, computer 
systems, networks, programs, and data by the use of 
appropriate technological measures[15][16][10]. 
There are numerous subfields within cybersecurity, 
which encompass a wide range of scenarios from 
enterprise to mobile computing[17][18]. First, there's 
network security, which is all about keeping hackers 
out of networks; second, there's application security, 
which is about making sure that software and 
hardware are safe from cyber threats [19][20]; third, 
there's information security, which is mostly about 
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protecting sensitive data; and lastly, there are 
operational security measures to take when dealing 
with data assets[21][22]. Conventional approaches to 
computer and network protection include firewalls, 
antivirus software, and IDS[23][24]. One of the leading 
forces in this process is data science, which leverages 
ML, or Machine Learning, a subfield of “Artificial 
Intelligence” to analyse massive data for meaningful 
insights. Data science has evolved a new paradigm in 
science[25], and ML has transformed cybersecurity 
[26]. 

Firewalls, encryption, and the implementation of 
user ID/access control were drastic security measure 
forms, which in the past provided adequate security to 
today’s cyber businesses[27]. In this respect however, 
machine learning can be considered as a partial but 
significant paradigm shift[28][29]. One of the major 
potential issues is that when there is a need to resolve 
ad hoc data management, both domain specialists and 
security analysts must do it independently. But as 
more and more cybersecurity incidents in a variety of 
forms surface over time, conventional approaches to 
controlling these cyber-hazards have shown to be 
ineffectual. Consequently, several intricate and novel 
assaults surface and swiftly proliferate throughout the 
network.  

The goal of this research is to create and evaluate 
effective techniques for detecting malware threats 
within cybersecurity systems. By leveraging machine 
learning algorithms and advanced data analysis 
methods, the study aims to identify and classify 
potential malware attacks, improving the ability to 
prevent, mitigate, and respond to security breaches. 
The research will focus on enhancing detection 
accuracy, reducing false positives, and adapting to 
evolving malware tactics, ultimately contributing to a 
more secure digital environment. The main keys of the 
study on detecting malware threats for cybersecurity 
are as follows: 

 
• Evaluates an effectiveness of various ML models 

for detecting malware threats. 

• Provides a detailed analysis of performance 
metrics, enhancing understanding of model 
strengths and weaknesses. 

• Utilizes the EMBER v2017 dataset, contributing 
valuable insights for future cybersecurity research. 

• Demonstrates Neural Network model's supremacy 
in malware detection over other techniques. 

• Supports the development of improved 
cybersecurity strategies through the 
implementation of advanced ML techniques. 
 

A. Structure of the paper  
 
Here is the breakdown of the study: Methods for 
identifying malicious apps on Android are covered in 
Section II. Section III discusses the technique. Section 
IV provides a summary and analysis of the experiment 
outcomes. In Section V, the findings and 
recommendations for more research are provided. 

2. Literature Review  
 

This section reviews various efforts in the literature 
focused on Detecting Malware Threats for 
Cybersecurity. It highlights key studies that explore 
different approaches, including dynamic, hybrid and 
static malware analysis techniques. A summary of the 
most relevant research papers on this topic is provided 
in Table 1. 

Li et al., (2019) presents a framework for machine 
learning that can detect and identify DGA domains in 
order to mitigate the risk. In addition, develop a DNN 
model to effectively manage an extensive dataset that 
we have gradually accumulated, thereby enhancing the 
proposed machine learning framework. It is evident 
from all of our tests that the DNN model and the 
proposed framework are accurate. Exactingly, our 
results show that the framework's classification 
accuracy is 95.69%, the DNN model's accuracy is 
90.79%, the second-level clustering accuracy is 
92.45%, and the HMM prediction accuracy is 
95.21%[30]. 

Walker et al., (2022) extrapolates the method's 
accuracy in detecting and classifying malware families 
by applying further analysis on a subset of API call 
sequences. Findings show that compared to earlier 
approaches, ELM and OS-ELM learn faster, achieving 
91% accuracy in only 3 seconds because strategy 
outperforms others according to accuracy and training 
time [31]. 

Chaudhary et al., (2020) a study has examined a 
range of security risks and protective approaches, as 
well as open issues in the cybersecurity area for 
systems that identify intrusions, malware, and network 
anomalies using different DL and ML algorithms. 
Maximum accuracy of 99.90% was attained using a 
RBF–SVM model for intrusion detection, and 97.79% 
for virus identification. A DNN model achieved an 
accuracy of 96% when used to detect pirated software. 
The Seq2Seq (Sequence-to-Sequence) model had the 
highest accuracy at 99.90% anomaly detection in 
networks. Instead, if the model is based on the Deep 
Belief Networks (DBN), it yields an accuracy of 69.77% 
when it is used for anomaly detection[32]. 

Ghalaty and Ben Salem, (2018)  offer flexible scope 
hierarchy that helps to sort the malware faster with its 
corresponding classification reflecting the priorities of 
the organisation. Furthermore, the paper describes our 
first deep neural network with the discriminating 
features of cyber-espionage-specific malware from the 
rest of the malware sample. This model was tested and 
validated on a balanced dataset that consists of both 
types of files. It had a very low false negative rate of 
2.8% but in percentage of correct detections it was 
97%[33]. 

Singh et al., (2022) offer a more defined structure to 
express malware quickly through a priority system of 
an organisation. Furthermore, we introduce the very 
first deep neuronal network for detecting cyber 
espionage-specific and overall generic malware. This 
model has been tested as well as validated with 
balanced data set of both types of files. It achieved a 
false negative rate of only 2.8% thus a detection rate of 
97%[34]. 
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Table 1: Comparative Study of Machine Learning Models for Cybersecurity Threat Detection 
 

Ref Methodology Dataset Result Limitation 
[30] - Two-level model: Classifies DGA 

domains and clusters DGA 
algorithms  

Real-time 
traffic data (1 

year) 

- Classification 
accuracy: 95.69% - 

DNN accuracy: 
90.79%  

- Real-time implementation challenges not discussed 
- Generalization issues with other datasets  

- Future work: Improve real-time detection and 
scalability of clustering 

[31] - Uses subset of API call sequences  
- ELM and OS-ELM for fast 

learning 

API call 
sequences 

dataset 

91% accuracy with 
just 3 seconds of 

learning time 

- Limited evaluation on more complex datasets 
- Future work: Apply to more diverse datasets and 

improve training speed 
[32] - Uses various ML and DL 

algorithms - RBF-SVM for 
intrusion detection  

Multiple 
security 
datasets 

- RBF-SVM for 
intrusion 

detection: 99.90% 
- DNN for malware 

detection: 97.79 

- Low DBN accuracy (69.77%) for anomaly detection 
- Future work: Explore alternative architectures for 

anomaly detection and investigate emerging 
cybersecurity threats 

[33] -Hierarchical framework for 
malware detection  

Balanced 
dataset of 
malware 
samples 

- Detection rate: 
97%  

- False negative 
rate: 2.8% 

- False negative rate could be a security risk 
- Future work: Focus on reducing false negatives 

[34] - Several supervised ML 
algorithms: RF, DT, ET, K-NN for 

IDS 

CIC-IDS 2017 
dataset 

- Accuracy: 99%  
- Recall: 100% for 
the four classifiers 

- Generalization to different network environments is 
uncertain 

- Future work: Extend to real-time environments and 
larger, diverse datasets 

 
3. Research Methodology 
 
The objective of this research is to assess and examine 
several ML techniques for detecting malware threats in 
information security systems. Therefore, in this work, 
the efficacy of the identified methods such as Neural 
Network, SVM, and RF with reference to the EMBER 
v2017 database is to establish the most relevant and 
efficient techniques of distinguishing between benign 
and malicious execut Table files.  

 
 

Figure 1: Methodology flowchart for Detecting 
Malware Threats for Cybersecurity 

 
This evaluation will on turn aid in improving the 
recognition of malware thus strengthening the 
securities against such new emerging threats. The 
strategy of this study is comprised of a few key 

elements. An initial data collection is conducted using 
the EMBER v2017 dataset by comprising feature 
extractions from 1.1 million Windows execu Table files. 
Some data is then cleaned to eradicate issues such as 
noise and variation and some data is also made more 
structured. Data standardisation ensures that all the 
features are of the same size while feature extraction 
ensures that only relevant features are used for model 
making. After that, the dataset is divided into 20% for 
testing and 80% for training. Lastly, to improve 
malware detection capabilities, classification models 
like SVM, RF, and Neural Networks are used to evaluate 
the data and make use of their own advantages in 
performing classification jobs. Figure 1 depicts the 
flowchart of the method for Detecting Malware Threats 
for Cybersecurity. Every stage of the system is 
thoroughly explained. 
 
The steps in the flowchart diagram are listed below.  
 
A. Data Collection  
 
The methodical process of obtaining and evaluating 
data from multiple sources to create an extensive 
dataset is known as data collection[35]. The EMBER 
v2017 dataset includes feature extractions from 1.1 
million Windows execu Table files, both benign and 
malicious. Collected using automated analysis tools, it 
captures relevant metadata and behaviour patterns. 
This diverse and balanced dataset supports malware 
detection research and aids in developing machine 
learning models for cybersecurity. 
 

A. Data preprocessing 
 

The process of transforming raw data into a format 
that may be understood is known as data 
preparation[17]. Real-world data may sometimes be 
noisy, repetitious, erratic, and lacking. Several 
procedures are used in data preprocessing to assist 
transform unprocessed data into processed and logical 
form. These are the essential pre-processing methods: 

Outputs 

Data Splitting 

 

 

Classification ML Models 

(Random Forest (RF), Neural 

Network (NN), and Support 

Vector Machine (SVM))) 

 

Data Pre-processing 

Evaluate the 

performance of ML 

models in terms of 

Accuracy, Precision, 

Recall, F1-score 

Data Collection 

Feature 

Extraction 

Data    

Standardization 
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g   

EMBER 

Dataset 

 

Training 

 



Mani Gopalsamy        Evaluating the Effectiveness of Machine Learning (ML) Models in Detecting Malware Threats for Cybersecurity 

 

531| International Journal of Current Engineering and Technology, Vol.13, No.6 (Nov/Dec 2023) 

 

1) Feature Extraction 
The process of feature extraction entails locating and 
choosing from raw data the essential qualities or 
features that are most relevant to the model. In 
cybersecurity, features may include file size, header 
information, or specific patterns in execu Table 
binaries. In this process, complex data is transformed 
into a structured format that can be understood by ML 
algorithms. 
2) Data Standardization 
Data standardisation entails reducing features to a 
zero-mean and one-standard-deviation distribution. As 
a result, machine learning algorithms' performance 
and convergence are both enhanced, and features with 
smaller sizes are less likely to dominate the model. 
 

B. Data Splitting 
 

The dataset is split into 80:20, where 80% is employed 
for training the model, and 20% is reserved for testing 
to evaluate performance on unseen data. 
 

C. Classification Models 
 
Provide an explanation of the RF, NN, and 
SVM machine learning models in this area in order to 
assess how well those models identify malware 
threats. 
1) RF 
When it comes to classification and regression, RF uses 
the ensemble learning approach, making it a 
supervised learning algorithm. It runs many regression 
trees and then combines them into a single model to 
obtain greater prediction accuracy than a single tree 
would. During training[10], RF builds a large number 
of DT, and then uses the pooled forecasts of all the 
trees to arrive at the final prediction. By utilising RF, or 
random sampling with replacement, data scientists are 
able to lower the variance associated with algorithms, 
most commonly decision trees, that have a high 
variation. RF is a machine-learning name for bagging. 
2) Support Vector Machine 
One well-known ML method for classifying and 
regressing issues is the SVM. A number of applications 
have made use of SVM, such as bioinformatics and 
cheminformatics. Applying training data, the SVM 
classifier constructs a classification model. The 
categorisation of a randomly selected sample follows. 
Separating various groups using hyperplanes is the 
primary notion of support vector machines (SVM). For 
datasets that lend themselves to linear separation, SVM 
has proven to be remarkably accurate. On the other 
hand, SVM output does not support non-linear 
separation of separable data. After the data is 
transferred to a new high-dimensional space, it can be 
separated linearly using kernel functions. Among the 
most significant challenges with support vector 
machines (SVM) are the proper parameters and kernel 
function selection. [36]. SVMs are able to classify a 
collection of data that was originally one-dimensional 
in a "two-dimensional" way thanks to a mathematical 
concept called the kernel function. 

3) Neural Network 
Artificial neurones that can process numerous inputs 
and output a single result are used to create 
sophisticated structures called neural networks. A 
neural network's main function is to convert input into 
a meaningful output. A neural network typically has 
one or more hidden layers within of its input and 
output layers. It is sometimes referred to as an ANN. 
Figure 2 depicts the neural network's architecture. 
 

 
 

Figure 2: Architecture of Neural Network 
 
 Importantly, ANN architecture in Neural Networks 
works similarly to the human brain. Each neurone in a 
Neural Network has an effect on every other neurone 
because of the interconnected nature of the network. 
The network is able to recognise and analyse all 
features of the dataset, including any potential 
relationships between the various data elements. This 
is the secret behind Neural Networks' ability to 
uncover intricate patterns in massive datasets. 
4) Trained Neural network 
In our research, we developed a deep learning model 
for detecting malware threats in cybersecurity using 
the Keras library, focusing on simplicity and efficiency. 
Since the data was preprocessed and finely organised, 
our model aimed to minimise resource and time 
requirements by acting purely as a classifier without 
adding unnecessary complexity. We created a 
straightforward neural network consisting of dense 
and dropout layers. Dropout layers were used to 
improve regularisation and prevent overfitting by 
randomly deactivating neurons, while dense layers 
were chosen for their ability to utilise all features 
effectively. Two dropout layers with dropout rates set 
to 0.2 and 0.5 and two fully connected layers with 1500 
and 1 nodes were used in the model architecture, using 
the Adam optimiser, 0.001 learning rate, binary cross 
entropy as a loss function, and trained using data in 
batches of 256 for 10 epochs. Therefore, using this 
architecture and utilising efficient methods of 
regularisation we were able to obtain high prediction 
accuracy and yet our method did not require high 
computation complexity that is inherent in most 
complicated models. 

 
4. Result Analysis and Discussion  
 
The machine learning experiments of this section 
highlighted the performance of different models for 
identifying malware threats in a Python simulation tool 
running on HP hardware and 32GB RAM. This section 
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of the study elaborated on the dataset characteristics, 
performance metrics, machine learning outcomes and 
a comparison as well as a discussion. 
 
A. Data Description 
 
In the cybersecurity sector, EMBER dataset owned by 
Endgame Inc. is a package that is widely used for 
analysis of threats, detection of risks, and their 
utilisation for overall improvement. Because it has 
turned out that it contains features that are extracted 
from 1.1 million Windows execu Table binary files, it is 
an inestimable source of information for analysis and 
research into malware. It contains both malicious and 
benign samples and there are numerous features 
extracted from it in order to classify and better 
understand the malware samples. Specifically, the 
EMBER v2017 dataset is employed to design and train 
machine learning models to improve overall threat 
detection through detailed information about Execu 
Table files, making the dataset a vital tool in enhancing 
cybersecurity studies. Dataset samples of EMBER 2017 
are given below: 
 

Table 2: EMBER 2017 Dataset samples distribution 
 

Training Samples  Testing Samples 
Malicious Benign Unlabeled Malicious Benign 
300k 300k 300k 100k 100k 
Total training samples 900k Total testing samples 

200k 

 
 

Figure 3: Distribution of PE samples in the 
EMBER2017 dataset. 

 
The example in Figure 3 also illustrates that the 
EMBER2018 dataset is reasonably well divided 
between benign and malicious execu Table samples 
and that there are samples from each month of 2018. 
This distribution is a good combination that benefits 
the cybersecurity ML model to have benign samples, 
malware and unknown samples, which are present in 
green colour. 

A. Performance Measures 
Precision, recall, accuracy, and F1-score were some of 
the measures used to evaluate the model's 
performance; this allowed for a separate evaluation of 
each class. To provide the formulas for their 
evaluation, these parameters are given below: 
 
1) Confusion Matrix 
The confusion matrix's visual representations are 
shown in Figure 4.  The confusion matrix provides 
insight into the model's performance; it is a matrix 
with dimensions N x N, where N is the total number of 
target classes. The diagonal numbers reflect the 
amount of correct classifications; glancing at them 
makes it easy to evaluate the model's accuracy and 
identify possible misclassification zones. 
 

 
 

Figure 4: Visual representation of confusion matrix. 
 
A terms used in a confusion matrix are as follows: 
• TP: True Positive: An actual number was positive, 

while a model expected a positive value. 
• FP: False Positive: The forecast is both incorrect 

and optimistic. Alternatively known as the Type 1 
mistake. 

• FN: False Negative: Both the result and the 
forecast are incorrect. (Also known as the Type 2 
mistake) 

• TN: True Negative: A negative result was 
obtained, which was contrary to what the model 
had predicted. 

2) Accuracy 
Accuracy is how many test dataset predictions your 
model made correctly. Basic model performance 
metrics include accuracy. Lack of balance in datasets 
makes accuracy a poor Metrix. It is given as in the 
Equation (1):  
 

𝐴𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
             (1) 

 
3) Precision 
Precision shows how many accurately expected cases 
were positive. As shown in the Equation(2): 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                   (2) 

 
4) Recall 
Recall shows how many positive cases our model 
predicted accurately. This metric is useful when FN 
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overcomes FN. It is mathematically given by Equation 
(3): 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (3) 

 
5) F1-score 
Precision and recall are harmonically averaged to give 
the F1-Score, which offers a thorough comprehension 
of these two metrics. The highest value is achieved 
when the recall and precision are equivalent. 
Mathematically, it is given as in the Equation (4):  
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
         (4) 

 
The following section discusses the experimental 
results of Neural Network models for malware threat 
detection. 
 
B. Experiment Results 
 
This section provides the experimental results derived 
from using deep and machine learning models based 
on Detecting Malware Threats for Cybersecurity. The 
results of Table are illustrated through figures and 
Table 3, offering an in-depth perspective on the 
performance and strengths of each model.  
 

Table 3: Results of Neural Network model 
 

Performance Measures Neural Network Model 

Accuracy 97.53 

Precision 98.85 

Recall 95.40 

F1-score 95.23 

 

 
 

Figure 5: Accuracy graph for Neural Network model. 
 
Figure 5 displays the model's accuracy for the training 
and validation datasets over a span of 10 epochs. The 
model constantly learns from the training data with a 
training accuracy close to 0.99, demonstrating its 
effectiveness. Validation accuracy is slightly lower, 
ranging from 0.97 to 0.98, and it stabilises after the 
initial few epochs, indicating that there is minimal 
overfitting and excellent generalisation. 

 
 

Figure 6: Loss graph for Neural Network model. 
 
Figure 6 shows the model loss across 10 epochs for 
both the training and validation datasets. The model's 
learning progress is demonstrated by the steady 
decrease in the training loss, while the validation loss 
is more volatile, with a no Table rise at epoch 6. This 
variance in validation loss might indicate some degree 
of instability or overfitting at certain points in training. 
 

 
 

Figure 7: Confusion matrix of Neural Network model 
 
Figure 7 representing the confusion matrix of model's 
classification performance between benign and 
malicious labels. Out of a total dataset, the model 
correctly predicts 98,297 benign samples and 92,523 
malicious samples, while it misclassifies 1,703 benign 
samples as malicious and 7,477 malicious samples as 
benign. This shows that the model successfully 
differentiates between the two groups with few 
erroneous predictions. 
 
C. Comparative analysis  
 
The following Table 4 summarises the results of 
numerous DL and ML models that were used to detect 
malware using the EMBER dataset for cybersecurity. 
To evaluate the efficacy of enhanced ML models 
according to F1-score, Accuracy, Precision, and Recall 
measures. These assessment factors are outlined 
below. 
 

Table 4: Comparison between various model for 
Detecting Malware Threats for Cybersecurity 

 
Models Accuracy Precision Recall F1-Score 
RF [37] 84.3 85.3 84.3 83.6 

SVM [38] 91 91 95 95 
Neural 

Network 
97.53 98.85 95.40 95.23 
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Figure 8: Comparison for different models for 
Accuracy. 

 
Figure 8 presents a comparison of different models for 
detecting malware threats in cybersecurity based on 
various performance metrics: accuracy, precision, 
recall, and F1-score. In the present work, the Random 
Forest (RF) model yielded 84.3% accuracy and 85.3% 
precision, 84.3% recall, and 83.6% F1 score. This is a 
mean performance which, however, is generally 
considered satisfactory. On the other hand, the 
proposed Support Vector Machine (SVM) model 
yielded 91% accuracy, 91% precision, 95% of recalls, 
and 95% of F1 score, which paves way to a significantly 
improved model in MALWARE threatening detection 
since it was shown to demonstrate higher recall data. 
Neural Network model showed the best performance 
with accuracy 97.53% and Precision 98.85%, Recall 
95.40%, and F1 score 95.23%. This partly implies that 
the Neural Network is very good in eliminating false 
positives while also presenting very good balance of 
both precision and recall score, making it the best over 
all the compared models for malware detection. 
 

Conclusion and Future Work 
 
Dangerous program files are recognised as malicious 
software that intends to harm different types of 
devices, networks, and servers. Malware is spreading 
at an alarming rate on a daily basis due to the 
proliferation of both gadgets and technology. Malicious 
assaults, the majority of which target organisations, 
customers, enterprises, etc., are increasing at a rate 
directly equal to the proliferation of gadgets and 
computers and technological advancements. Utilising 
the EMBER v2017 dataset, Several ML models were 
proficiently evaluated in this study for their ability to 
identify malware hazards within cybersecurity 
frameworks. According to recall, precision, accuracy, 
and F1-score, the Neural Network model outperformed 
the other competing models (RF and SVM) with 
97.53% accuracy. Machine learning techniques have 
the potential to strengthen cybersecurity defences 
against evolving threats and enhance malware 
detection capabilities, as these results underscore. 
Research in the future might look at more advanced ML 
approaches, like ensemble methods and DL 
architectures, to see whether they might boost 
detection performance. Additionally, incorporating 

real-time data analysis and adapting models to 
recognise emerging malware patterns could 
significantly bolster defences. Investigating the 
integration of threat intelligence and behavioural 
analysis may also provide deeper insights into 
malware detection, allowing for more proactive 
cybersecurity strategies. 
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