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Abstract  
  
Fraudulent activity detection within blockchain networks has become a critical concern due to the widespread 
adoption of decentralized technologies in financial and digital systems. The paper introduces a system that uses 
Blockchain and Machine Learning (ML)to strengthen the security of banks. Employing the services of the Ethereum 
blockchain dataset, the model applies a comprehensive methodology involving data preprocessing, feature 
engineering, Z-score normalization, and stratified data splitting. Genetic Algorithm-optimized Support Vector 
Machine (GA-SVM) and Artificial Neural Network (ANN) are constructed and tested, and their results are then 
compared with those from Generalized Autoregressive Conditional Heteroskedasticity (GARCH) and Convolutional 
Neural Network (CNN) models. Metrics of accuracy by using Mean Absolute Error (MAE) and Mean Absolute 
Percentage Error (MAPE) as measures. It was found that the GA-SVM model achieved the best results compared to 
other models, with MAE at 0.1032 and MAPE at 4.6938 on test data, which confirms its usefulness in real-time fraud 
detection. When the model connects with smart contracts, it helps prevent fraudulent activities and supports both 
transparency and good operations in blockchain-based finance. 
 
Keywords: Blockchain, fraud detection, banking security, GA-SVM, ANN, Ethereum dataset, machine learning, MAE, 
MAPE, classification. 
 
 
Introduction 
 
Digitalization has caused a huge shift in banking, 
setting the stage for customers to access banking 

services from the comfort of their smartphones and 
computers. Because of digital banking, transactions are 
now quicker, customers enjoy better experiences, and 

many more people can use financial services. Even so, 
it has also made financial systems more susceptible to 

certain threats, the main one being digital fraud. [1][2]. 
Because digital banking is used more and more, 
criminals have responded by developing even more 

advanced fraud techniques. These days, people using 
financial platforms are experiencing higher rates of 

phishing attacks, identity theft and unauthorized 
transfers [3][4][5][6]. Such cases of fraud result in 
losing substantial amounts, reduce trust in companies 

and tarnish the reputation of financial firms. The fast 
rise in digital financial fraud proves that it is time for 
us to use more effective and active security methods. 

Firewalls, multi-factor authentication and 
encryption have been used for a long time as important 
security measures in banking [7][8].  
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Even so, these procedures are mainly limited to border 
checks or a set of guidelines, so they notice fraud after 
it happens. Intelligent, real-time warning for threats is 
sorely missing, which puts security at great risk. 
Banking systems now need to use active, modern 
options that keep up with any new dangers and 
prevent unauthorized acts before they are carried out 
[9]. 

In this situation, blockchain is helping to make 
banking security stronger [10][11]. Since blockchain is 
not a single system but decentralized, immutable and 
transparent, it is a very secure environment for 
managing and recording financial transactions 
[12][13][14]. It limits the possibility of unauthorized 
changes since there are no key central points for 
attackers. On top of this, smart contracts take care of 
checking and executing transactions using rules, which 
leads to fewer errors or incidents of fraud because 
manual action is not needed [15][16][17][18]. 

 

The safety and reliability of transactions with 
blockchain are enhanced by ML, as it can spot fraud 
with improved intelligence. With historical transaction 
data, ML algorithms become capable of noticing 
regularities, unusual activities and strange behaviors 
[19][20][21]. Models working on a blockchain network 
can use quality data in real time, therefore detecting 
and preventing fraud more correctly and efficiently 
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[22][23][24]. Blockchain and ML are used in the model 
to ensure data safety and instant threat detection, 
turning usual banking protection into an active and 
efficient system for all [25][26][27][28]. 
 
Motivation and Contribution  
 
The reason for this work is to improve how fraud is 
detected, as the amount and detail of data in Ethereum-
like blockchains keeps rising. To find advanced 
fraudulent activities, manual analysis is not enough 
and automated approaches are required. This model is 
based on blockchain and ML to sort out and catch 
fraudulent transactions in the Ethereum blockchain. Its 
objective is to set up a system that automatically 
analyzes Ethereum transactions, identifies unusual 
cases and cuts down on misleading fraud detection 
signals. It relies on ML algorithms to make decisions 
more accurately and deliver a flexible approach that 
fits the requirements of live blockchain settings. The 
most important contributions are: 

It is suggested that merging Ethereum blockchain 
information and ML approaches can help reduce fraud. 
Using advanced models to study Ethereum 
transactions is a strong and scalable way to detect 
fraud, as proposed by their model. 

Preprocessing data consists of cleaning up, deleting 
outliers and normalizing Z-scores to maintain its high 
quality and consistency. 

To validate the effectiveness, ML models like GA, 
SVM, ANN and CNN are used for classification and their 
performance is reviewed against GARCH. 

The evaluation of the model uses MAPE and MAE 
measures which in turn helps develop a solid and 
usable fraud prevention framework.. 
 
Novelty with Justification 
 
The study is innovative because data is prepared using 
advanced methods, class balancing techniques are 
included, and a combination of ML models is used for 
fraud detection in the Ethereum blockchain. The 
framework relies on several classifiers, like GA-SVM 
and ANN, which makes it strong at detecting different 
types of fraud. An assessment against GARCH and CNN 
models indicates that the suggested method is more 
accurate in predicting. This contribution advances the 
development of scalable, intelligent, and accurate fraud 
detection systems tailored for decentralized blockchain 
environments, enhancing both security and trust in 
digital financial ecosystems. 
 

Structure of the Paper 
 
Methodologically, this research is structured as 
follows: A thorough analysis of the body of research on 
blockchain fraud detection is given in Section II. 
Section III describes the approach that will be used. 
Section IV provides a study of the performance and 
outcomes of the experiments. Finally, Section V 
concludes and suggests avenues for further 

investigation into bolstering security and detecting 
fraud in decentralized banking and financial systems. 
 
Literature Review  
 
Here it go over the literature review on ML-based 
blockchain fraud detection. Table I also summarizes 
the literature reviews that will be covered later on: 

Gedela and Karthikeyan (2022) identify instances of 
credit card theft. The Adaboost algorithm is employed, 
and its performance is evaluated by comparing it to 
other ML techniques. Metrics like accuracy, sensitivity, 
and performance of an algorithm are measured using 
specificity, precision, and F-score. AdaBoost, with 
detection accuracies of 99.43%, 90.93%, 95.35%, and 
94.81%, respectively, LR, NB, ANN, and decision tree 
approaches perform well. The AdaBoost algorithm 
achieved a p<0.05 significance level and an F-score of 
99.48%. According to the results of the qualitative 
study, compared to the NB, LR, ANN, and DT 
algorithms, the AdaBoost method was the most 
effective in identifying instances of credit card fraud 
[29]. 

Pranto et al. (2022) More and more cases of 
financial fraud are cropping up, even though 
technology has advanced recently. Concerns about 
privacy and a lack of cooperation between different 
organizations make it difficult to get accurate 
information on financial transactions. But data-driven 
technologies, such as ML, need valid data to facilitate 
collaboration across organizations, which is necessary 
to build a robust ML algorithm for e-commerce fraud 
detection, so these systems can operate properly in the 
real world. The difficulty of updating the ML model 
determines the incentives supplied to the 
organizations. Finally, the blockchain network is tested 
under different data amounts and difficulty levels to 
assess its performance. With a testing accuracy of 
98.93%, the model showed that the volume of data 
correlates positively with the degree of difficulty of the 
blockchain in terms of mining time [30]. 

Amponsah, Adekoya and Weyori (2022) suggest 
integrating ML with blockchain technology to detect 
and prevent healthcare fraud, particularly in the 
context of claim processing. A decision tree 
classification technique is used to classify the initial 
claims dataset. An Ethereum blockchain smart contract 
is used to identify and prevent healthcare fraud using 
the recovered knowledge. In terms of classification 
accuracy (97.96%) and sensitivity (98.09%), the top 
tool outperformed the others in the comparative test. 
This indicates that the suggested solution improves the 
97.96% accuracy of the blockchain smart contract's 
fraud detection [31]. 

Deng et al. (2021) the safety of international 
financial transactions and trade has been jeopardized 
by a method that detects fraudulent transactions using 
a combination of random forest and human detection.  
When tested on the IEEE CIS fraud dataset, their model 
outperforms industry standards like logistic regression 
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and support vector machines.  Ultimately, their model 
achieved a 96.8% accuracy rate and an AUC ROC score 
of 92.5% [32]. 

Kim et al. (2021) through data collecting and 
anomaly detection, Blockchain technology provides a 
strong cryptographic defense mechanism that analyzes 
network traffic statistics to identify hostile events. 
Regularly, the data collection engine creates multi-
dimensional data streams by sensing the underlying 
blockchain traffic. Using traffic data from blockchain 
networks, the findings demonstrated how well the 
suggested security system identifies online dangerous 
situations. Showcase further time complexity reduction 
with feature prioritization (up to 66.8% for training 

and 85.7% for testing) without compromising 
performance [33]. 

Boughaci and Alkhawaldeh (2020) banking system, 
focusing on its ability to enhance the protection of 
online banking operations. Banking industry, with a 
particular emphasis on its technical functionalities and 
consensus algorithms. To analyze and assess the 
technical features of blockchain technology and 
financial institutions, within the Bitcoin system, the 
public Elliptic dataset hosted by Kaggle is used. After 
that, four different ML approaches are used to classify 
the data, and they all show promise, particularly when 
k-means is coupled with the random forest classifier, 
which attains an accuracy of 85% [34]. 

 
Table 1 Overview of literature study for blockchain-based fraud detection for banking security 

 
Author Dataset Methodology Analysis Limitations Future Work 

Gedela and 
Karthikeyan 

(2022) 
Not specified 

AdaBoost in 
comparison to ANN, 

Decision Trees, 
Logistic Regression, 

and Naive Bayes 

AdaBoost achieved 
99.43% accuracy and 

99.48% F-score; 
statistically significant (p 

< 0.05) 

Dataset not 
disclosed; lacks 

contextual or real-
time evaluation 

Could explore ensemble 
learning with real-time 

streaming fraud detection 

Pranto et al. 
(2022) 

Simulated 
cross-

organizational 
financial data 

Blockchain 
integration with ML 

for collaborative 
fraud detection 

98.93% testing accuracy; 
98.22% correlation 

between mining time 
and difficulty level/data 

volume 

Real-world 
authentic datasets 
were not used due 

to privacy concerns 

Development of privacy-
preserving data-sharing 

frameworks using 
federated learning 

Amponsah, 
Adekoya, 

and Weyori 
(2022) 

Healthcare 
claims dataset 

Decision Tree + 
Ethereum Blockchain 

Smart Contracts 

97.96% accuracy, 
98.09% sensitivity 

Focused only on 
claims processing, 

lacks 
generalizability to 
other fraud types. 

Expansion to other fraud 
domains like insurance, 

banking 

Deng et al. 
(2021) 

IEEE CIS Fraud 
Detection 

Dataset 

Manual Detection + 
Random Forest 

Achieved 96.8% 
accuracy and 92.5% 

AUC-ROC 

Manual component 
may hinder 
scalability 

Automation and 
integration with real-time 
fraud detection systems 

Kim et al. 
(2021) 

Blockchain 
network traffic 

data 

Blockchain Traffic 
Monitoring + Feature 

Prioritization 

Reduced training 
(66.8%) and testing 

(85.7%) time complexity 
without loss in 
performance 

Specific to network 
traffic, not extended 
to transaction-level 

fraud 

Extend the model to 
integrate transactional 

and behavioral analytics 

Boughaci 
and 

Alkhawaldeh 
(2020) 

Public Elliptic 
Dataset 
(Kaggle) 

K-means + Random 
Forest, Blockchain 

architecture analysis 

85% classification 
accuracy 

Limited to Bitcoin 
transactions; lower 
accuracy compared 

to other studies 

Integrate advanced ML 
models and expand to 

multi-
currency/blockchain 

systems 

 
Methodology 
 
The proposed methodology for enhancing banking 
security through a Blockchain and  ML-based fraud 

prevention model follows a structured pipeline, as 
illustrated in Figure 1. The process begins with data 
preprocessing on the Ethereum Blockchain dataset, 

including data cleaning, outlier removal, and 
standardization using Z-score normalization to ensure 

consistency and improve model performance. Feature 
engineering techniques are then applied to extract and 
construct informative attributes from transaction data, 

such as timestamps, transaction value, and network 
metrics, enhancing the model's learning capabilities. A 

fair evaluation of the model is made possible by 
splitting the dataset into sets for testing (20%) and 
training (80%).  Several classification techniques, 

including GA, SVM, and ANN, are used.  
 

Fig.1 Flowchart for Blockchain-based fraud detection 

Ethereum Blockchain Dataset 

Data Preprocessing 

Data Cleaning 

Remove Outlier 

Feature Engineering Normalization with Z-score 

Classification model GA SVM, ANN 

and comparison GARCH and CNN 

Performance matrix of 
MAPE and MAE 

Output 

Data Splitting 

Training 
(80%) 

Testing 
(20%) 
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To assess predicted accuracy, a comparison study is 
conducted using CNN models and GARCH.  To measure 
the forecasting precision of the models, MAPE and MAE 
are used. The final model outputs are integrated into 
the blockchain system via smart contracts to enable 
fraudulent transaction detection in real time and 
automatic prevention, thereby improving 
transparency, security, and operational efficiency in 
digital banking infrastructures. 
 
Data Collection 
 
The Ethereum blockchain dataset is utilized due to its 
comprehensive representation of one of the most 
versatile blockchain networks. The Ethereum Virtual 
Machine (EVM) allows the execution of smart 
contracts, expanding blockchain capabilities beyond 
those of Bitcoin, which mainly records peer-to-peer 
transactions. Many different types of data are captured 
by the dataset, including transactional data, smart 
contract interactions, decentralized application (dApp) 
activities, and network-level events. This richness 
makes it highly suitable for developing and evaluating 
fraud detection models in blockchain-based financial 
systems. 
 

 
 

Fig.2 Correlation heatmap of Ethereum blockchain 
dataset 

 

Figure 2 shows the correlation heatmap of the 
Ethereum blockchain dataset, highlighting 
relationships between technical indicators and 
financial variables. Strong positive correlations are 
observed between features like ETH-close, boll, sma, 
and atr, indicating their significance in market trend 
analysis. In contrast, indicators such as macdh, cci, and 
log-ret show weaker or negative correlations. This 
analysis supports effective feature selection for fraud 
detection and transaction forecasting models. 

Figure 3 presents a pair plot visualization of key 
Ethereum blockchain features, including gas Limit, 
transaction Count, size, difficulty, burnt Fees ETH, and 
block Seconds. There is a scatter plot for each 
combination of features and the elements along the 
diagonal present the distribution of every single 

variable. Points marked as red and blue in the chart 
probably indicate different types of transactions such 
as fraudulent and normal ones. It supports the finding 
of patterns, special or unusual cases, relevant links and 
capability of features to stand out as categories 
important for blockchain fraud detection. 
 

 
 

Fig.3 Pair plot of Ethereum blockchain feature 
 
Data Preprocessing 
 
The Ethereum Blockchain dataset is preprocessed to 
improve the accuracy and security of its data. In this 
stage, the researcher handles and cleans data with 
missing or wrong readings and deletes outliers that 
may negatively affect the model’s outcome. Typically, 
the gathered data should be processed to support 
strong performance in blockchain fraud detection 
through its creation and training into models. 
Data cleaning: A proper data cleaning process should 
be used to obtain high-quality input for fraud detection 
models. In terms of blockchain data, there can be lots of 
unnecessary entries, errors, missing parts, extra details 
and mismatched data in the raw transaction logs which 
can hamper the quality of the trained model. 
Remove outlier: Extreme values in blockchain-based 
fraud detection features need to be identified and 
removed to prevent performance distortion of models. 
Common techniques include the Interquartile Range 
method outliers could also represent actual fraudulent 
activity. 
 

Feature Engineering 
 
Feature engineering in blockchain-based fraud 
detection involves creating meaningful features from 
raw data, such as transaction frequency, average value, 
and time gaps between transactions [35]. Categorical 
variables are encoded, and statistical or behavioral 
patterns are extracted Key techniques include 
extracting time-based features, transaction frequency, 
time gaps, statistical features average transaction 
value, variance, and behavioral patterns sudden spikes 
in activity or repeated transactions to the same 
address categorical data such as wallet type or 
transaction. 
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Normalization with Z-Score 
 
The Z-score normalization process makes 
characteristics comparable by standardizing them to 
possess a standard deviation of 1 and a mean of 0.  
Because transaction amounts and frequency can vary 
greatly, this is particularly crucial in the identification 
of fraud. By applying Z-score normalization, models 
can better identify in Equation (1): 
 

 𝑍 =  
𝑥− 𝜇

𝜎
 (1) 

 
where σ is the standard deviation, μ is the mean, and x 
is the initial value. This technique helps scale features 
like transaction amount or frequency, making certain 
that every feature adds the same amount to the model.  
In terms of detecting fraud duties, Z-score 
normalization is very helpful. 
 
Data Splitting 
 
The train test split to divide the dataset in half, creating 
a training set and a testing set with a ratio of 80:20.  
The stratification of the data necessitates the 
separation of the training and testing sets.  
 
Proposed Model of GA-SVM and ANN Model 
 
The GA-SVM and ANN models are discussed in this 
section below: 
 
Genetic Algorithm-Optimized SVM (GA-SVM) 
 
The GA-SVM is a hybrid ML model that uses 
evolutionary computation to optimize SVM 
hyperparameters for enhanced classification 
performance. SVM is a statistical theory-based ML 
technique that has outstanding generalization and 
applicability [36]. This approach has special benefits 
for identifying patterns in tiny training sets. 
 
The model found in Equations (2–5) corresponds to 
the hyperplane in the feature space. 
 
 𝑦 =  𝑤𝑇𝑥 + 𝑏 (2) 
 
In this scenario, 𝑥 stands for the input set, 𝑦 for the 
output set, 𝑤𝑇  for the normal vector that dictates the 
hyperplane's orientation, and 𝑏 for the offset. 
 

 min
𝑤,𝑏

1

2
‖𝑊‖2 (3) 

 
subject to 𝑦𝑖(𝑤𝑇𝑥𝑖+𝑏) ≥1, 𝑖=1, ⋯, 𝑚 
 
The optimization challenge is resolved by mapping 𝑥 to 
a higher-dimensional feature space using an 
appropriate kernel function. 
 

 min
𝛼

1

2
∑ 𝑦𝑖

𝑛
𝑖=1,𝑗=1 𝑦𝑗𝛼𝑖𝛼𝑗𝑘(𝑥𝑖 , 𝑥𝑗) − ∑ 𝛼𝑗

𝑛
𝑖=1  (4) 

subject t ∑ 𝑦𝑖 , 𝛼𝑗
𝑛
𝑖=1  = 0, 𝑖=1⋯, 𝑙 build the decision-

making function: 
 

 𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝛼𝑖
𝑙
𝑖=1 𝑦𝑖𝑘(𝑥𝑖 , 𝑥𝑗) + 𝑏) (5) 

 
When SVM is used for classification, its performance is 
affected by both the kernel parameter and the error 
penalty parameter. GA-SVM, which to find the best 
values for the parameters c and g in a certain domain 
for support vector machines (SVM), which has the 
benefit of fitting large-scale parallel processes and 
improved overall optimizing potential. With GA-SVM, 
the classification accuracy was improved. 
 
Artificial Neural Network (ANN)  
 
In ML, an ANN is a nonparametric nonlinear model that 
is commonly used to circumvent the shortcomings of 
linear models. With no presumptions regarding the 
underlying model, ANN is suitably built using the 
features taken from the actual data. At least three 
layers make up an ANN as well: input, hidden, and 
output.  Figure 4 displays the single hidden layer 
forecasting ANN: 

 
Fig.4 Structure of ANN model 

 
The following is the typical output result from the 
input and hidden layers. It is shown in Equation (6) 
 
 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑓(∑ 𝑥𝑖𝑤𝑖

𝑛
𝑖=0 ) (6) 

 
where 𝑥𝑖 and 𝑤𝑖 represent the weight attached to the 
connection to node I, the set of node I's input data, 
where f is a primary activation mechanism. The 
activation has been successful. There is a great deal of 
sensitivity to seemingly little changes to the input 
variables in the sigmoid function. Effective 
categorization results from the characteristics of this 
classifier function. The hyperbolic tangent function 
(Tanh) outperforms the sigmoid function among all 
activation functions. Because the derivative of the 
function produces a steep slope, learning and grading 
happen more quickly. 
 

Performance Metrics 
 
This segment presents an extensive examination of the 
performance metrics acquired from testing the fraud 
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prevention model, which integrates blockchain and ML. 
Particular attention is given to MAE and MAPE 
evaluation metrics. The prediction accuracy of the 
model with its fraud detection errors is measured 
using these parameters. The study demonstrates how 
blockchain technology combined with ML methods 
produces extremely precise, transparent, and 
dependable fraud prevention solutions. The next two 
evaluation metrics are presented in the discussion 
below: 
 
Mean Absolute Percentage Error (Mape) 
 
The scale dependency of absolute error makes it an 
inappropriate method to assess the predictive accuracy 
of forecasting models when applied to various time 
series [37]. As a result, the percentage error 
measurements are added to them, MAPE and formula 
is evaluated in Equation (7):  
 

 𝑀𝐴𝑃𝐸 =
100

𝑁
∑ |

𝑥𝑡− 𝑥𝑡

𝑥𝑡
|𝑁

𝑡=1  (7) 

 
Mean Absolute Error (MAE) 
 
The multiple norms serve as measurement standards 
for forecasting impreciseness. The L1 type MAE uses 
the mean of the absolute values that deviate between 
the predicted and actual values in order to compute the 
outcomes, while following the formula shown in 
Equation (8): 
 

 𝑀𝐴𝐸 =
1

𝑁
∑ |�̂�𝑡 − �̂�𝑡|𝑁

𝑖=1  (8) 

 
These matrices are utilized to determine the ML and 
DL models 
 
Result Analysis and Discussion 
 
This section provides result analysis for Blockchain-
based fraud detection using ML and DL on the 
Ethereum blockchain dataset model across 
performance metrics including MAPE and MAE. The 
experimental setup was implemented using the Python 
programming language within environments such as 
Jupyter Notebook, data processing, and visualization. 
The computations were performed on a hardware 
platform equipped with an NVIDIA GTX 1660 Ti GPU 
(16 GB RAM), ensuring sufficient resources to handle 
the effective training and assessment of the suggested 
models. The following sections provide the results of 
the proposed model for Blockchain-based fraud using 
GA SVM and ANN model. 
 
Table 2 GA-SVM and ANN model on Blockchain based 

fraud detection for Ethereum blockchain dataset 
 

Technique 
Training Testing 

MAE MAPE MAE MAPE 
GA-SVM 0.0945 4.4697 0.1032 4.6938 

ANN 0.0978 4.5860 0.1076 4.7139 

Table II uses error measures, such as MSE, MAPE, and 
MAE, to evaluate the effectiveness of ANN and GA-SVM 
models throughout the training and testing phases. The 
GA-SVM model demonstrates marginally better 
accuracy, with lower MSE (0.0945 vs. 0.0978), MAPE 
(4.4697 vs. 4.5860), and MAE (0.1032 vs. 0.1076) in 
training, as well as superior testing performance 
(MAPE: 4.6938 vs. 4.7139). These results suggest that 
GA-SVM exhibits slightly stronger predictive capability 
compared to ANN for the given task, blockchain-based 
fraud detection.  
 

 
 

Fig.5 Prediction of GA-SVM 
 
Figure 5 shows the prediction of the GA-SVM model, 
illustrating the comparison between actual and 
predicted outputs for a dataset, visualized as a 
fluctuating line plot. The test sequence exists along the 
x-axis and the Bitcoin annual rate exists along the y-
axis. The actual output uses blue lines in this model but 
the predicted output utilizes orange lines. The model 
shows strong capability to capture actual data changes 
because both series present significant variations, even 
though some deviation points exist. 
 

 
 

Fig.6 Prediction of ANN 

 
The prediction results from an Artificial Neural 
Network (ANN) model appear in Figure 6. The figure 
includes Actual Output, Predicted Output, Annualized 
Rate of Bitcoin, and Test Sample Sequence data. This 
visual representation shows how well the ANN 
performs in Bitcoin metric prediction while displaying 
the matching or different values between forecasted 
and real outcomes. The visualization helps to measure 
the model's precision and performance for time-series 
prediction operations. 
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Fig.7 Error metrics of GA-SVM and ANN model 
 
Figure 7. The graph displays the error performance of 
GA-SVM and ANN models through MAPE during the 
training and testing phases. The Testing-MAPE results 
reveal an overfitting issue because they surpass the 
Training-MAPE measurements for both GA-SVM and 
ANN models. The Training-MAPE for GA-SVM stands at 
0.0932, and the Testing-MAPE reaches up to 4.4009, 
but the Training-MAPE for ANN checks in at 0.1001 
with Testing-MAPE reaching 4.4976. The Testing-
MAPE elevates from training to testing for both models, 
where GA-SVM achieved 4.6250 and ANN achieved 
4.7871, indicating diminished performance of the 
models when operating on new data. 
 
Discussion  
 
This section includes an assessment of blockchain-
based fraud detection methods. The analysis 
demonstrates a comparison between the developed GA 
SVM model and existing approaches, ANN, GARCH, and 
CNN, through performance metric evaluation using 
MAE and MAPE measurements presented in Table III. 
The GA SVM model achieves better results than other 
methods because it provides superior accuracy and 
efficiency when detecting fraud in blockchain systems. 
 

Table 3 Comparison between GA SVM and ANN, 
Existing models for Blockchain-based fraud 

 

Measure 
Proposed Model Comparison Model 
GA SVM ANN GARCH[38] CNN[39] 

MAE 0.1032 0.1076 60.7172 29.61 
MAPE 4.6938 4.7139 18.21 4.79 

 

The research compares the proposed GA-SVM model to 
ANN alongside GARCH and CNN using Table III to 
assess their performance for fraud detection using 
blockchain technology. MAE and MAPE are crucial 
metrics for evaluating model correctness and 
dependability in predictive model evaluation. The GA-
SVM model demonstrates superior performance 
compared to ANN because it produces the best results 
with an MAE of 0.1032 and an MAPE value of 4.6938. 
The GARCH model produces unsatisfactory results 
when processing complex blockchain data since it 
yields high error metrics of 60.7172 MAE and 18.21 
MAPE. The CNN model, while competitive, records a 

higher MAE of 29.61 and a MAPE of 4.79. The GA-SVM 
model demonstrates better accuracy, together with the 
highest reliability in identifying fraudulent 
transactions in blockchain financial systems, according 
to these experimental findings. 

High-quality predictions with low mistakes are due 
to the GA SVM model applied on blockchains, as seen in 
the MAE (0.1032) and MAPE (4.6938) values. It 
succeeds in reaching optimal results by analyzing 
detailed transactions and spotting data that does not 
follow normal patterns in blockchain records, despite 
having noisy or unorganized data. The use of 
evolutionary optimization in SVM through genetic 
algorithms allows it to improve its performance by 
adjusting hyperparameters for the best results while 
classifying. 
 
Conclusion and Future Work 
 
The use of Predictive analysis, artificial intelligence, 
blockchain technology, and risk mitigation techniques 
has revolutionized financial security systems. The 
implementation of these modern technologies allows 
for instant fraud control and automated compliance 
documentation as well as advanced forensic auditing, 
which minimizes business fraud risks. Moreover, it 
launches a blockchain ML-based fraud defense 
architecture to boost banking safety measures. In order 
to strengthen banking security measures, this study 
presents a novel fraud prevention system that 
combines blockchain technology with enhanced  ML 
algorithms. The proposed GA-SVM model achieves top 
performance when used with Ethereum blockchain 
data to detect fraud, which surpasses traditional 
models, including ANN, GARCH, and CNN, because it 
shows better results according to MAE and MAPE. A 
Genetic Algorithm included for Support Vector 
Machine hyperparameter optimization produces 
higher classification precision while establishing 
strong abilities to detect abnormal transaction 
patterns. Experimental evaluations confirm the 
model's capability to handle feature complexity and 
data imbalance, thereby demonstrating its practical 
applicability for financial fraud detection in 
decentralized environments. 

Future work will focus on expanding the framework 
to multi-chain environments for cross-platform fraud 
analysis, real-time deployment using smart contracts 
for autonomous prevention, and the incorporation of 
explainable AI techniques to improve automated 
decision-making systems' transparency and reliability. 
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