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Abstract  
  
Hyperglycemia is the underlying cause of diabetes, a long-term health condition. This condition may be diagnosed 
using a battery of chemical and physical testing. Conversely, the eyes, heart, kidneys, and nerves may all suffer 
damage or even death from undetected and untreated diabetes. Accordingly, the mortality rate may be decreased by 
the analysis and early identification of diabetes. The efficacy of using ML and DL models for early illness identification 
has been discovered in various medical domains lately. This study explores a prediction of Diabetes Mellitus in 
healthcare using the Pima Indians Diabetes dataset (PIDD), comprising 768 instances and 9 attributes. o address 
class imbalance, the ADASYN technique generates synthetic data for minority classes. F1-Score, precision, recall, and 
accuracy are the metrics used to train and assess ML models like LR, RF, and KNN. Outcomes show that LR 
outperforms RF and KNN, achieving the highest accuracy (92.26%), precision (82%), recall (91%), and F1-Score 
(86%), demonstrating its effectiveness in diabetes prediction and highlighting its potential in improving healthcare 
decision-making. Future work in diabetes prediction can focus on several key areas to further enhance model 
performance and applicability in healthcare. 
 
Keywords: Diabetes prediction, healthcare, diagnosis, Type-1, Type-2, PIMA dataset, Diabetes mellitus, machine 
learning 
 
 
1. Introduction 
 
Massive amounts of data are produced by the 
healthcare sector from a variety of sources, such as 
medical imaging, diagnostic tests, treatment histories, 
and patient records. This wealth of data holds 
significant potential to enhance patient care and 
optimize healthcare systems [1]. However, the true 
value of healthcare data can only be realized through 
effective processing, analysis, and interpretation[2]. 
With the growing complexity and volume of healthcare 
data, traditional methods of diagnosis and decision-
making are becoming increasingly inadequate. In this 
context, AI and ML have emerged as transformative 
technologies, enabling healthcare professionals to 
leverage data for enhanced decision-making, 
personalized treatment plans, and predictive 
analytics[3] [4]. These technologies allow for more 
accurate, timely, and efficient diagnosis, enhancing 
patient outcomes and decreasing healthcare costs. 

The chronic metabolic ailment known as diabetes 
mellitus (DM) impacts millions of people throughout 
the globe and is one of the most pressing health issues 
today [5].  
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High blood sugar is a defining feature of diabetes, 
which can be brought on by either insufficient insulin 
production or ineffective bodily use of the hormone. 
Type-1,Type-2, pre-diabetes, and gestational diabetes 
are among the several forms of the disease, and each 
has unique underlying causes and processes [6]. Type 
1 diabetes is an autoimmune disorder that develops 
when the immune system mistakenly attacks the 
insulin-producing pancreatic cells [7]. The inverse is 
correct in the case of type-2 diabetes, a metabolic 
disorder defined by insulin resistance and 
subsequently elevated blood glucose levels. The risk of 
developing Type 2 diabetes is increased in women who 
have gestational diabetes, a form of the disease that 
typically disappears after delivering birth. Pre-diabetes 
are higher blood sugar levels that do not yet fulfil the 
criteria for Type-2 diabetes[8]. 
 

A global prevalence of diabetes is alarming, with the 

WHO predicting that by 2040, approximately 600 

million people worldwide will be affected by the 

disease [9]. A number of consequences, including 

cardiovascular disease, renal failure, stroke, and nerve 

damage, are associated with diabetes, making it a 

major national health concern. The growing epidemic 

of diabetes highlights the critical need of identifying 
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and treating the illness at an early stage, as well as 

intervening promptly to lessen the impact on both 

people and healthcare systems [10]. 

Early diagnosis of diabetes is essential to prevent 

complications and improve long-term health outcomes. 

Traditionally, diabetes diagnosis has relied on blood 

tests, including fasting blood glucose, oral glucose 

tolerance tests (OGTT), and hemoglobin A1c levels. 

While these methods are effective, it often require 

time-consuming and invasive procedures, which can 

delay diagnosis and treatment [11]. Also, these 

screenings can miss those at risk for diabetes in their 

early stages, when treatments have the best chance of 

success [12]. A greater demand for more reliable, 

practical, and easily available means of early diagnosis 

of diabetes is becoming acute as the disease's impact 

on society grows [13]. 

AI and machine learning have shown great promise 

in addressing this gap by providing innovative 

solutions for predicting and diagnosing 

diabetes[14][15]. A branch of AI, ML [16], entails 

programming computers to automatically learn from 

data, spot patterns, and provide predictions[17]. In 

healthcare, ML models can analyze large datasets, such 

as EHR, genetic information, and medical imaging, to 

identify risk factors and predict disease 

outcomes[18]. Additionally, unlike more conventional 

statistical approaches, these models are able to spot 

intricate correlations between variables. 

 

Significance and Contribution paper 

 

Diabetes Mellitus is a chronic disorder that has far-

reaching consequences for world health, and this 

research has the ability to improve our ability to 

forecast its occurrence. Early diagnosis of diabetes can 

lead to more effective management and prevention of 

complications, which is crucial in reducing the 

healthcare burden. This study contributes to the field 

of healthcare analytics by offering a comparative 

analysis of various ML algorithms. The following 

contribution of study are as: 
 

• Uses the Pima Indians Diabetes dataset, providing 

a robust basis for diabetes prediction. 

• Utilizes ADASYN to generate synthetic data for the 

minority class, addressing class imbalance and 

enhancing the model's ability. 

• Applies Min-Max Scaling to rescale features, 

ensuring model performance by preventing 

skewed learning due to varying feature scales. 

• Evaluates several ML algorithms, such as RF, KNN, 

and LR, to find the best model for diabetes 

predicted outcomes. 

• Evaluates a performance of a models like accuracy, 

precision, recall, and f1-score. 

Structure of paper 

 

How the rest of the paper is structured is as follows. 

Section II delves into an examination of the healthcare 

industry's diabetic mellitus prediction services. This 

strategy is laid out thoroughly in Section III. 

Comparing and contrasting the analysis, debate, and 

findings is done in Section IV. In Section V, the results 

and potential avenues for further research are laid 

forth in detail. 

 

Literature Review 

 

In recent years, researchers have shown a growing 

interest in the development of Predicting Diabetes 

Mellitus in Healthcare. Some background studies are 

provided below: 

This study, Alzoubi and Harous, (2022), seeks to 

delve into the many cutting-edge algorithms that 

scientists have used to forecast the onset of diabetes at 

an early stage. In order to understand the present 

limits of the work and make further improvements, the 

study focusses on identifying distinct approaches 

utilised in the literature and the efficacy of those 

strategies. Consequently, this study demonstrated that 

the RF and KNN algorithms achieved a 98% accuracy 

rate in early diabetes prediction, which was higher 

than other algorithms found in the literature [19]. 

This development aims Jaiswal and Gupta, (2022) 

so that individuals may save time and money by 

presenting a model that can rapidly detect diabetes 

[20]. The PIDD is one of a most popular options for 

using while developing the model. Pre-processing the 

dataset is necessary for removing outliers and filling in 

missing values. For the purpose of assessment, the 

ensemble learning methods XGBoost, LightGBM, and 

CAT Boost are used. This study employed the F1 

measure, sensitivity, and correct classification rate to 

evaluate the outcomes. Compared to modern 

approaches, the LightGBM model outperforms them 

with a 96% accuracy rate and a MSE of just 0.04 [21]. 

In this research Afzal et al., (2022) the dataset 

presented at WiDS 2021 Datathone has been used to 

construct two efficient deep learning models: 

XGBOOST and LGBM. To get a better understanding of 

linked characteristics, a thorough feature engineering 

procedure was carried out before deep learning 

techniques were used. Important participative 

elements in forecasting anomalous findings were 

brought to light, including filling missing numbers, 

class imbalance, and age groupings. The entire dataset 

was sent to ML algorithms after data segregation based 

on gender, age, ethnicity, and max glucose did not 

provide any noticeable variances among the classes. 

Lastly, the ROC assessment technique was used to 

evaluate the model, and the accuracy was 0.87 [22]. 
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This research, Awoniran et al. (2022) used data science 

methods to enhance the precision of diabetes mellitus 

prediction using a dataset. This was accomplished by 

using principle components analysis to minimise 

dimensionality and pre-processing the data using 

dummy categories. The system was further trained 

using DNNs, a RFC, and a SVM. DNNs achieved an 

accuracy of 0.89, a SVM an accuracy of 0.76, and a 

RFC an accuracy of 0.77. Similarly, the most accurate 

results were produced by deep neural networks. 

Researchers found that ML algorithms can better 

anticipate the onset of diabetes mellitus with enhanced 

pre-processing [23]. 

This article, Pal, Parija and Panda, (2021), put forth 

a model for diabetic illness prediction that is based on 

ML. The three supervised ML algorithms K-NN, LSVM, 

and RF are responsible for diabetes prediction in order 

to facilitate early detection. In order to find the AUC 

and accuracy for these models, they used the PIMA 

Indian Diabetes dataset that is available in the UCI 

repository. Results demonstrate that random forest 

has the best accuracy (78.57) and AUC (95.08) among 

the three algorithms tested for diabetes risk prediction. 

The contribution of this article will allow the medical 

community to improve disease prediction and 

treatment efficacy. The proposed approach may 

potentially be able to identify other disorders [24]. 

This study Estonilo and Festijo, (2021) to build a 

deep learning-based diabetic mellitus prediction tool 

for mobile devices. The TensorFlow framework's 

Sequential function was utilised to construct the 

diabetes prediction model. After that, the model was 

converted to a 'tflite' format and used to build a mobile 

app using the Android Studio IDE that can detect 

whether someone has diabetes mellitus. A remarkable 

93% accuracy was shown by the deep learning model. 

Furthermore, the program supplies users with crucial 

directions as well as information about diabetes 

mellitus. A ground-breaking new tool for the early 

diagnosis of diabetes mellitus, the created mobile app 

is based on deep learning. If the prognosis is good, a 

change in lifestyle may be possible, and a major 

problem may be averted [25]. 

Recent studies on diabetes prediction using 

machine learning consistently show high accuracy and 

F1 scores that shows in Table I. Limitations across the 

studies include the need for more detailed data 

specifications and broader dataset validation for 

improved generalizability and model robustness. 

 
Table 1 Comparison of Machine Learning Algorithms for Diabetes Prediction 

 
Author Algorithm Data Findings Limitations/Research Gaps 

Alzoubi and 
Harous 
(2022) 

RF, KNN, SVM, 
MLP 

Healthcare dataset 
RF and KNN outperformed other 

algorithms with 98% accuracy in early 
diabetes prediction. 

Dataset limitations; needs 
broader testing for general 

applicability. 

Jaiswal and 
Gupta (2022) 

CAT Boost, 
LightGBM, 
XGBoost 

Pima Indian 
Diabetes Dataset 

LightGBM model achieved 96% accuracy 
and 0.04 MSE, outperforming other 

methods. 

The model's generalizability to 
other datasets needs further 

exploration. 

Afzal et al. 
(2022) 

XGBoost, 
LightGBM 

WiDS 2021 
Datathon dataset 

XGBoost and LightGBM achieved 0.87 
accuracy, with feature engineering 

improving prediction quality. 

The impact of specific factors like 
age, gender, and ethnicity on 
predictions was not clearly 

shown. 

Awoniran et 
al. (2022) 

SVM, RF, DNN 
Diabetes Mellitus 

Dataset 

Deep Neural Networks yielded the highest 
accuracy of 0.89. Better pre-processing 

improved accuracy of predictions. 

The study did not explore the 
impact of real-time data or other 

advanced preprocessing 
techniques. 

Pal, Parija, 
and Panda 

(2021) 

K-NN, Linear 
SVM, RF 

Pima Indian 
Diabetes dataset 

(UCI) 

Random Forest showed the best results 
with 78.57% accuracy and 95.08% AUC. 

Could expand to include more 
diverse datasets for validation of 

findings. 

Estonilo and 
Festijo (2021) 

Deep Learning 
(TensorFlow) 

Healthcare dataset 
The deep learning model achieved 93% 

accuracy, and a mobile app was developed 
for diabetes prediction. 

The study did not discuss the 
scalability or limitations of the 

mobile app in varied real-world 
scenarios. 

 
Research Methodology 
 

The methodology for predicting Diabetes Mellitus in 

healthcare involves several key stages, starting with 

the application of the Pima Indians Diabetes dataset, 

which includes 768 instances and 9 attributes. The 

following steps and phases of research design are 

provided in Figure 1 flowchart, diabetes prediction. 

Data normalisation utilising Min-Max Scaling and the 

removal of missing values and noisy data are examples 

of pre-processing processes that improve data quality. 

Making synthetic data for under-represented classes 

using the ADASYN method helps the model train better 

and addresses class imbalance. The dataset is split into 

training (80%) and testing (20%) subsets. ML models, 

like RF, KNN, and LR, are trained on the training data. 

The model performance is evaluated using accuracy 

metrics, with the confusion matrix providing insights 

into prediction accuracy and model evaluation. This 

method improves healthcare decision-making by 

identifying the best model for diabetes prediction. 
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Flowchart for Predicting Diabetes Mellitus in 
Healthcare 

 
The following is a flow diagram of Figure 1, with short 

descriptions of each step: 

 

Data Collection  

 

This study made use of the Pima Indians Diabetes 

Dataset, which is widely utilised and very popular. 

Discretionary attributes are part of the dataset, which 

comprises 768 occurrences over 9 columns. The 

dataset, which was gathered at Pima Indian Heritage, 

includes information on several patients, all of whom 

are female and range in age from 21 to 81. Below is a 

visualisation of the data analysis: 

 

 
 

 

Univariate Data Analysis of Age 

 

The age distribution, as shown in Figure 2, is right-

skewed with a long tail extending towards older ages, 

indicating that the majority of individuals fall into 

younger age groups while fewer are represented in 

older age groups. The boxplot further summarizes this 

distribution, where the interquartile range (IQR) 

contains 50% of the data, and the median age is 

approximately 35 years. The relatively small IQR 

suggests that most individuals are concentrated within 

a narrow age range. However, several outliers are 

observed in the older age groups, as represented by 

dots beyond the whiskers. 

 

 
Correlation matrix of PIMA Dataset 

 

he correlation matrix in figure 3 reveals that glucose 

and BMI have strong positive correlations with 

diabetes risk, confirming their importance as 

predictors. Age shows a moderate positive correlation, 

indicating a slightly higher risk with older age. 

Additionally, glucose and BMI are strongly correlated 

with each other, while skin thickness and insulin have 

weaker associations with the outcome, suggesting their 

predictive power is limited. 

 

 
 

Univariate Analysis of BMI vs Age 
 

 
Figure 4 present BMI versus age reveals no clear linear 
relationship between the two variables, as the points 
are widely scattered across the graph without any 
discernible pattern. Each dot represents an individual's 
BMI and age, and while the majority of values are 
clustered within a typical range, there are a few 
individuals with very high BMI values, suggesting the 
presence of outliers. This indicates that BMI is not 
strongly associated with age in this dataset, and other 
factors may play a more significant role in determining 
BMI. 

Pima Indians 

Diabetes Dataset 

Data Pre-

processing 

Remove 

missing value 

Remove 

noisy data 

Data Splitting 

 
 

 
Models 

• RF 

• LR 

• K-NN Performance matrix 

such as Accuracy, 

Precision, Recall, F1-
Score 

Result 

Min-Max 

Scaling  

ADASYN for 

balancing  

Training  Testing   
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Multivariate Data Analysis 
 

Figure 5 provides insights into the relationships 
between features in the PIMA dataset, highlighting 
both the distribution and correlations. Features like 
"DiastolicBloodPressure" and "BMI" appear normally 
distributed, while "Diabetes Pedigree Function" is 
skewed. Positive correlations are observed between 
"DiastolicBloodPressure" and "BMI," as well as 
between "Glucose" and "Body Mass Index." A weak 
negative correlation exists among "Age" and "Diabetes 
Pedigree Function." The plot also shows better class 
separation for features like "Glucose" and "Body Mass 
Index," indicating their potential as strong predictors 
for diabetes. 
 
Data Preprocessing 
 
The initial stage of all data analysis is data preparation. 
Data preparation may be done in a myriad of ways. 
Pre-processing is the first step in creating machine-
learning models from unstructured data by making the 
data more understandable and standardised [26] [27]. 
To improve the quality of the input data, pre-
processing mainly aims to decrease the amount of 
noise, redundant data, and unnecessary data [28]. Here 
are some important words related to pre-processing: 
Remove missing value: The frequent occurrence of 
missing values in medical data has emerged as a major 
concern impacting the accuracy of categorisation 
results [29]. 

Remove noisy data: Errors, outliers, missing 
numbers, or inconsistencies are examples of noisy data 
that might compromise the accuracy and dependability 
of analysis [30].  
 
Min-Max Scaling  
 
The features were rescaled from 0 to 1 using the 
MinMaxScaler method [31]. This method excels at 
handling outliers because it employs statistical 
procedures that have no impact on the data's variance 
(Equation (1)). 

 x′ =
x−min(x)

max(x)
− min(x) (1) 

Equation (1) shows that although x is an original value, 
x' is a scaled value [32], a feature value's upper limit is 
denoted by max, and its lower bound by min[33][34]. 
MinMaxScaler scaling reduces time by maintaining the 
sparsity of the input data, even for data with a large 
number of zero entries. 
 
Data balancing with ADASYN 
 
ADASYN can create data samples for difficult-to-learn 
minority classes. In addition to reducing the learning 
bias in the real dataset, the data points created via 
ADASYN [35] also help to balance the dataset[36][37]. 
Furthermore, minority samples are unevenly 
dispersed, with just one example included in each 
neighbourhood (2). 
 
 𝑠𝑖 = (𝑥𝑖 + 𝑥𝑧𝑖 − 𝑥𝑖)𝜆 (2) 
 
Data Splitting 
 
The dataset was split into two parts for this study: 
training data and testing data. In this research, the 
training to testing ratio is 80:20, meaning that the 
models are trained using 80% of the data and tested 
using 20%. 
 
Logistic Regression (LR) 
 
Binary classification is one application of a machine 
learning method known as Logistic Regression. The 
input is given a linear mixture of qualities, and a 
sigmoid function is applied to simulate the likelihood 
that the input belongs to a specific class [38][39]. As it 
trains, it finds the values of the parameters that 
minimise the log-loss function. Whether your input 
characteristics are numerical or categorical, LR can 
handle them all with ease and efficiency [40][41]. An 
example of a binary classification problem is when 
there are only two possible answers, like "yes" or "no." 
One of the most common ML algorithms for this type of 
problem is logistic regression, which can be used to 
predict whether a person has diabetes or not [42][43]. 
Logistic regression is a method for calculating 
expectations or classifying data using the probability of 
a categorical dependent variable [44]. Imagine a 
dataset containing n characteristics (Age, BMI,) and m 
instances of input parameters (X) that are needed to 
create a prediction. Then, think of Y as a matrix of 
values. As for Y, it's a vector containing m instances 
that represent the sample results from X [45]. The goal 
is to teach the LRML model to identify the class to 
which the upcoming values belong.  
 𝑌 =  𝑏0 + 𝑏1 ∗ 𝑋  (3) 
When the sigmoid function is introduced to Eq. 1 for 
Linear Regression, the result is eq.4. 

 
 P =  

1

1+ⅇ−y  (4) 

 𝐿𝑛 (
𝑝

1−𝑝
) =  𝑏0 + 𝑏1 ∗ 𝑋 (5) 
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Finally, to obtain the logistic regression function, 
substitute the classification dependent variable Y with 
the aforementioned probability sigmoid function and 
plug it into equation 1. 
 
Evaluation metrics 
 
It is crucial to evaluate the ML model in order to assess 
the algorithm's capabilities. To do this, one may 
determine the ML model's accuracy by using the 
confusion matrix. Rounded to the nearest whole 
number, it represents the ratio of accurate forecasts to 
total predictions. The 2x2 matrix that summarises the 
classification algorithm's prediction outcomes is called 
the Accuracy = Confusion matrix. 
 

 
 

Classes of Confusion Metrics 
 

Here class1: positive and class2: negative Definition of 
terms: If an observation is positive and predicted to be 
positive, it is marked as a true positive (TP); False 
negatives (FNs) occur when positive observations are 
expected to be negative. while an observation turns out 
to be negative while a positive result was expected, it's 
called a false positive (FP). When an observation is 
both predicted to be negative and negative in reality, 
we say that it is a true negative (TN). 
Accuracy: It measures how many predictions were 
accurate relative to a total number of samples used for 
training. This is the formula: (6)- 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+Fp+TN+FN
 (6) 

Precision: The precision rate is the percentage of 
predicted outcomes that were actually categorised 
correctly. It is expressed as (7)- 

 Precision =
TP

TP+FP
  (7) 

Recall: It is computed as the number of correct 
positive results divided by the total number of relevant 
samples. A formula for it in mathematics is (8)- 

 Recall =
TP

TP+FN
 (8) 

F1-Score: For a classifier to be considered precise, its 
anticipated number of positive outcomes must be 
divided by the actual number of positive results. It is 
calculated by Equation (9): 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
 (9) 

 

These measures, when taken as a whole, show how 
well the model predicts the important variable. 
 
Results And Discussion 
 
The models' experimental outcomes are detailed in this 
section. The following outcomes are evaluated using 

f1-score, recall, accuracy, and precision metrics. 
Accuracy graphs, confusion matrices, loss matrices, and 
other visual statistics showing the LR model's 
performance are shown in Table II. The following LR 
models are compare (see in table III) with existing 
models like RF[46], and KNN [47] with the same 
parameter on the PIMA dataset. 
 

Table 2 Results of LR model efficiency for diabetes 
Mellitus prediction 

 
Measures Logistic Regression (LR) 
Accuracy 92.26 
Precision 82 

Recall 91 
F1-Score 86 

 

 
 

Bar graph for LR model performance 
 
Figure 7 displays the results of the LR model for 
healthcare diabetes mellitus prediction. Impressive 
overall performance and accurate categorisation of 
positive examples are shown by LR's 92.26% accuracy, 
82% precision, 91% recall, and 86% fi-score in this 
figure. 

 

 
Training and validation loss graph for LR 

 
Blue represents training loss and orange represents 
validation loss; both lines show the LR's performance 
across 140 epochs in figure 8. The fact that they begin 
high and then drop shows that the model is learning. It 
seems that the model is becoming better without 
overfitting since the training loss drops at a little 
quicker rate, but eventually both lines flatten. 
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100

Accuracy Precision Recall F1-Score
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Training and validation accuracy graph for LR 
 
Accuracy in training and validation are shown by the 
blue and orange lines, respectively, in Figure 9, which 
covers 140 epochs of an LR. Over a course of the 
training and validation epochs, both lines rise, 
signifying better performance; this indicates that the 
model is learning well from both datasets. 

 
 

Confusion matrix for LR 
 
Figure 10 displays a confusion matrix that assesses 
how well a diabetes prediction classification model 
performs. It consists of four key values: 110 TP 
(Diabetes correctly predicted as Diabetes), 20 FN 
(Diabetes incorrectly predicted as non-diabetes), 33 FP 
(Non-Diabetes incorrectly predicted as Diabetes), and 
29 TN (Non-Diabetes correctly predicted as non-
diabetes). The matrix shows how well the model can 
identify diabetes patients and where it has made 
mistakes. The accuracy and precision of a model may 
be enhanced if the number of FP and FN is relatively 
large.   

 
Table 3 Comparison between LR and existing model 

performance on PIMA dataset 
 

Model Accuracy Precision  Recall  F1-Score 
RF 87.1 80.6 85.4 83 

KNN 75.7 79 88 83 
LR 92.26 82 91 86 

 
Table III compares the performance of Logistic 
Regression (LR) with existing models, RF and KNN, on 
the PIMA dataset. LR demonstrates the highest 

accuracy at 92.26%, outperforming RF at 87.1% and 
KNN at 75.7%. Additionally, LR achieves a precision of 
82% and a recall of 91%, striking a balance between 
predicting positive cases accurately and minimizing 
false negatives. In comparison, RF achieves a precision 
of 80.6% and a recall of 85.4%, while KNN shows a 
higher recall of 88% but a comparatively lower 
precision of 79%. LR also yields the highest F1-Score of 
86, surpassing RF 83 and KNN 83, showcasing its 
superior overall performance and effectiveness for 
diabetes prediction on the PIMA dataset. 
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