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Abstract  
  
Question-answer systems are referred to as intelligent systems that can be used to provide answers for the questions 
which are asked by the user based on certain facts or rules stored in the knowledge base. The typical problem in 
natural language processing is automatic question-answering. The question-answering is aiming at designing 
systems that can automatically answer a question, in the same way as a human can find answers to questions. 
Community question answering (CQA) services were becoming popular over the past few years. It allows the members 
of the community to post as well as answer the questions. It enables general users to seek information from a 
comprehensive set of questions that are well-answered. CQA texts are relatively noisy and therefore the 
implementation of the classic text mining methods such as a bag of a word doesn’t lead to good results. In the 
proposed system, a deep learningbased model is used for automatic question-answering. First, the questions and 
answers are embedded. The deep neural network is trained to find the similarity between questions. The best answer 
for each question is found as the one with the highest similarity score. The purpose of the proposed system is 
designing an automated question answering system. The proposed system uses a hierarchically clustered dataset. 
This dataset is the basis for the QA system. Finally, this system can provide a satisfactory answer for the asker. 
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Introduction 

 
In the area of natural language processing, one of the 
important problems is to determine whether two 
sentences have approximately the same meaning. The 
important application of question similarity is the 
Question Answering (QA) system. Upon receiving a 
question from the user, a QA system first retrieves a 
list of possible questions from a large dataset, resulting 
in only a few hundred ones. Then, it selects the most 
similar question set from the list with the help of a 
deep learning algorithm. The answers to these existing 
questions are most likely the correct responses to the 
original question. In such a system, the key issue is to 
determine the questionquestion similarity, i.e., find a 
question that is most similar to the user’s question. 
Answer selection is the task of giving an answer of the 
existing question which is most similar to the user’s 
question. In recent times, machine learning algorithms 
can solve many complex tasks in various areas of 
science and engineering. Deep learning which is part of 
machine learning provides algorithms giving high 
accuracy solutions for automating various tasks. Deep 
learning methods produce a good performance which 
is not relying on any feature engineering or expensive 
external resources. In the proposed system, a novel 
method for finding relevant questions to the question 
of a user, using LSTM based neural networks is used. 

Literature Review 

 
Ziye Zhu [21] proposes a user attribute based 
community question answering system in which the 
problems like how to make a choice of the best answer 
among multiple candidates for a single question are 
taken into consideration and the user attribute based 
community question answering system is designed. 
First, in database refinement part , authors construct 
an enhanced and organised database by the best 
answer choosing method leveraging user attribute 
provided by the response provider. Second, in human-
computer part, the UB-CQA is able to look and provide 
a more fulfilling answer to users by similarity 
calculation and re-ranking method leveraging text 
categorization information. Empirical evaluations 
show that the answer choosing and the candidate 
question re-ranking methods bring great 
improvements in accuracy and reliability. Data analysis 
shows that authors took full advantage of the user 
attribute information provided by the response 
providers to extract the best answer for each question 
in the original Q-R database and construct an 
optimized and structured database, which is the basis 
of the CQA. Fei Wu [2] uses the temporal interactions 
between answers (how previously posted answers 
impact the lately posted answers). For example, a 
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rational user usually adapts others opinions and then 
revises his inclinations, and posts a more appropriate 
answer after understanding the given question and 
previously posted answers to the question. The system 
proposes an architecture which is named Temporal 
Interaction and Causal Influence LSTM also known as 
TC-LSTM to effectively take advantage of not only the 
causal influence between question-answer that is how 
appropriate an answer is for a given question but also 
the temporal interconnections between answers-
answer that is how a high-quality answer gradually 
forms. In particular, long short-term memory is used to 
find the explicit question-answer influence and the 
implicit answers-answer interactions. Experiments are 
conducted on SemEval 2015 CQA dataset for answer 
classification task and baidu zhidao dataset for answer 
ranking task. The experimental results show the 
advantage of the model comparing with other state-of-
the-art methods. 
N. Viriyadamrongkij [3] proposes measuring difficulty 
levels of javaScript questions in question-answer 
community which is based on concept hierarchy. The 
method is used to measure question difficulty levels 
which are directly based on the question contents. In 
particular, authors analyzes the difficulty of terms that 
come into the sight in a JavaScriptrelated question, 
based on the given JavaScript concept hierarchy. In the 
judgement of the performance of the extent of question 
difficulty, concept based measure gives alike 
performance to that of the real estimations based on 
the features of the QAC. When they both are used 
together, the performance can be improved. 
J. Liu [4] proposes question quality analysis and 
prediction in community question answering services 
with coupled mutual reinforcement. The existing 
works analysis shows how asker and question-related 
features affect the Question Quality (QQ) related to the 
amount of attention from users and the number of 
answers and the question solving latency, but neglect 
the relation between QQ and AQ which is measured by 
the rating of the best answer. The task of finding this 
relation is critical to quality of service (QoS). Authors 
handle this problem from two aspects. Initially 
additional use of QQ in measuring AQ, and analysis of 
correlation between a comprehensive list of features 
(including answer-related features) and QQ is done. 
Then the authors propose the method that estimates 
the probability for a given question to obtain high AQ. 
Their analysis on the Yahoo! Answers trace confirmed 
that the list of identified features exert influence on AQ, 
which determines QQ. For the analysis of correlation, 
the classification algorithms cannot consider the 
mutual interactions between multiple that is greater 
than two classes of features. Authors then propose a 
novel coupled semi-supervised mutual reinforcement-
based label propagation (CSMRLP) algorithm. The 
CSMRLP(Coupled Semi-Supervised Mutual 
Reinforcement-based Label Propagation) outperforms 
the Mutual Reinforcement-based Label Propagation 
(MRLP) and five other traditional classification 

algorithms in the accuracy of AQ classification, and the 
effectiveness of their proposed method in AQ 
prediction. Finally, they provide suggestions which can 
be used to derive full benefit for improvement of the 
QoS of CQAS. 
J. Wang [8] proposes an answer recommendation 
algorithm for medical community question answering 
system. The system introduces the experiments to 
evaluate the algorithm on the datasets which are 
collected from the online medical query answering 
system named ask.39.net. Next, the results 
demonstrate the effectiveness of the proposed 
methods. The experiments contain three parts, the 
similar cases retrieval, answer quality estimation and 
answer recommendation. The algorithm used in this 
system is tested on a dataset collected from online 
medical community question answering system. The 
results shows improved performance in answer 
recommendation. 
B. Ojokoh [10] proposes question identification and 
classification on an academic question answering site. 
The system consist of systematic approach to 
identification and classification of questions. Semantic 
appearance of part of speech tag in english language is 
used to identify the questions. The Classification is 
done based on maximum probability value of Na¨ıve 
Bayes classification. The model is validated and 
assessed with experiments on some crawled web pages 
from ResearchGate. 
 

Proposed System 
 

The questions are extracted from Quora dataset. 
Corresponding answers are extracted and customized 
dataset is prepared using best answers to each 
questions. The questions are clustered using 
hierarchical clustering. Hierarchical cluster analysis or 
hierarchical clustering is a method of cluster analysis 
which seeks to build a hierarchy of clusters. In general, 
the merges and splits are determined in a greedy 
manner in this type of clustering. The outcomes of 
hierarchical clustering are generally represented in a 
dendrogram. Bidirectional LSTM is used to retain the 
context of the quetion and answer. The output of 
BiLSTM is given to fully connected layer to classify 
similar type of questions . When user ask a question, 
the system identifies a domain and then identifies 
question similarity between existing questions. The 
system extracts answers which are relevant to the 
users question. The input dataset is clustered using 
hierarchical clustering. The training set is embedded in 
the system.The bidirectional LSTM is used to retain the 
context of question and answer. The output of lstm is 
given to the dense layer for classification of similar 
type of questions. The figure 1 shows the training 
phase of the system. The testing phase of system is 
shown in figure 2. The question is input to the cluster 
identification. After identification of cluster the model 
is predicted. Identification of the question similarity 
between the existing questions is done and the answer 
is extracted. 
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Fig. 1. Training the system 

 
Fig. 2. Testing the system 

Algorithm 
 
The LSTM deep neural networks, are a particular type 
of recurrent neural networks which have the ability to 
learn long term relationships. Recalling information for 
long periods of time is the default behavior of ordinary 
LSTM networks. For Bi-directional-LSTM as shown in 
fig 3 the output will be connected both to the previous 
state and to the next state. Therefore, there is the 
possibility of prediction based on the past and the 
future information. The neurons are normal LSTM 
layer divided into two neurons, one for the forward-
mode and the other for the backward-mode. 

 
Fig. 3. BiLSTM 

 
The LSTM has three gates: 
 
A. Forget gate layer: 
This applied to the input at the current time step t and 
the hidden state at the previous step, i.e. z(t) = [x(t), 
h(t-1)]. Since the output is a number between 0 and 1 
for each element, it controls the amount of information 
to be retained from the previous time step t-1 

 
B.  
C. Input gate layer: 
It is similar to the forget gate, controls which elements 
of the state vector C have to be updated 

 
With these functions, the state C is updated according 
to the following formula: 

 
In other words, the state at the time step t depends on 
the state at the previous time step t-1, and by the 
“important” information that is presented at the time t. 
D. Output gate layer: 
Finally, the hidden state at the time step t is computed, 
and output is provided if t is also the final time step (i.e. 
the last element of the input vector) 

 
 
Result and Discussion 
 
In this work, we have finished with training the 
dataset.The table shows the training dataset results. 
We have used Quora dataset which is applied to both 
LSTM and BiLSTM and the graph in figure 5 shows the 
number of similar questions recognised. 
 

 
 

Fig. 4. Training Dataset Results 
 

 
Fig. 5. Number of similar questions recognised 

 
Conclusion 
 
The system provides satisfactory results in finding 
similarity of question. It extract the best answer for 
each question in the dataset, which is the basis of the 
CQA. Best answer choosing method significantly 
improves the quality of the answers for users. 
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