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Abstract  
  
Data and application security is most essential in today environment due to highly resource utilization in network 
environment. Various network attacks detection and prevention techniques has already introduced by various 
researchers in many existing systems. Two identification of malicious behavior from large traffic and take action 
against such request is the part of IDS. Various machine learning techniques also already developed to generate a 
strong rules with different Optimization algorithms. But still IDS facing some issues like unknown attack detection 
accuracy, low accuracy for network attacks etc. However, cyber security threats are also growing as the contact 
points to the Internet are increasing. A significant security issue today is the intrusion detection system (IDS). A 
Network Intrusion Detection System (NIDS) helps system administrators to detect violations of network security 
within their operations. However, many problems arise when a robust and efficient NIDS is developed for unexpected 
and unforeseeable attacks. In this work, a deep learning based approach implement for effective and flexible NIDS. It 
is confirmed that the deep neural network is effective for NIDS through the performance test. System uses Recurrent 
Neural Network (RNN) which is supervised learning algorithm to detect known and unknown attacks into the both 
environments. Initially, Data preprocessing has done with Weka tool and define standard technique to eliminate 
unwanted records for attribute values. The proposed RNN algorithm works in both models for training and testing 
respectively. In first section we train the model with  different network intrusion data sets (KDD CUP99, NSLKDD, 
ISCX, NB-15 etc.). Once rules has created system deals with testing model an imbalance data generation environment.  
The partial implementation introduce proposed RNN provides better accuracy then other machine learning 
techniques. Additionally, we are evaluating and comparing different deep learning algorithms, namely RNN, CNN, 
DNN and PNN algorithm on cloud environment to detect intrusion in the network.  
  
Keywords: Recurrent neural network, KDD, WSN Trace dataset, Deep learning, Intrusion detection system, long 
short term memory 
 
 
Introduction 
 
system or software tool to detect unauthorized access 
to a network or computer system.  
Intrusion is a malicious, harmful entity which is 
responsible for network attack. This entity violates 
integrity, confidentiality and availability of a system 
resource. IDS is capable of detecting all types attack 
like malicious , harmful attack, vulnerability, data 
driven attacks and host based attacks.   
Basically Intrusion Detection System (IDS) classified 
into two types- Host Based Intrusion Detection System 
(HIDS) and Network based Intrusion Detection System 
(NIDS). Today's system security foundation 
promisingly relies on Network intrusion detection 
Framework (NIDS) [3,4,5]. NIDS gives security from 
known intrusion assaults. It is unrealistic to stop 
interruption assaults, so associations should be 
prepared to handle them. IDS is a cautious component 

whose main role is to keep work based on every 
conceivable assault on a framework. IDS is a procedure 
used to distinguish suspicious movement both at 
system and host level. Two principle methods of IDS 
used for accessing purpose are abnormality 
identification and abuse location. The oddity 
identification model depicts the typical conduct of a 
client to recognize the current client's irregular or 
unaccustomed activity.   
  
2 Literature Survey  

 
2.1 Related Work 
 
Most of the researchers concentrate on genetic 
algorithm for creating the rules. For network intrusion 
detection, there are many proposed algorithm using 
well known KDD CUP99 dataset and only few are using 
real time network data. There are various research 
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papers related to IDS which has definite level of impact 
in computer and network security. Different data set 
has already introduced to generate a strong rules and 
signatures to validate user’s identity during the 
authentication and authorization phase. It basically 
works with machine learning and couple of data 
mining algorithms, the system initially works with data 
collection approach. It is collected by various network 
environments[5]. The collected data should be 
imbalance or it contains some malicious information 
like a null values or miss-classified instance. Weka 
contains tools for data preprocessing purpose to 
eliminate unnecessary attributes information.  
  
1) Data collection and data sampling: In this phase 
we collect data from various network environment and 
convert data attributes using systematic sampling 
technique. In this technique we convert all numeric 
attributes into the category of some attribute. The 
basic benefit of data sampling is to generate 
background knowledge rules accordingly in training 
phase.  
  
2) Data Preprocessing and Normalization:   
Information preprocessing is done by Weka system. 
This is offline system. Preprocessing includes three 
main tasks: a) transforming nonnumeric NSL-KDD data 
set functions into numeric values.  

b) Transferring attack types to the integer values at 
the end.  

c) In the end, the right dataset is prepared. 3) Feature 
Selection:  
Normalization is done in this phase. Min-Max 
normalization is used to normalizing the features. 
Information Gain (IG) is used to reduce the features. 
Information Gain(IG) is applied on Feature selection 
phase. Information Gain is nothing but attribute 
selection mechanism in both training and testing 
dataset.  
4) Deep Learning Model:  
Build the Deep Learning model consisting number of 
classifiers. MapTest_DB with Rule set and apply on 
deep learning method. Develop a model that exhibits 
the best performance and accuracy. Compare the 
accuracy of each classifier and select best model.  
5) Result Generation or analysis:  
Finally it produces results whether the obtained packet 
is normal or anomaly. If it is anomaly then subclasses 
of that anomaly are also identified.  
  
2.3 Existing Methodology  
 
Salo et al.(2018), According to [1] a research gap in 
Establishing the utility of classifiers to identify existing 
network traffic intrusions when they are equipped 
with outdated databases. Our analysis highlights the 
need for more analytical research to tackle Big Data 
approaches in real time against contemporary attacks. 
An SLR is used to check IDS DM Techniques. Our 
emphasis was on the related empirical studies that had 

been published between the target time in the journals 
and conferences. This approach as manually searched 
for some 873 separate documents, which were 
returned via initial search. In all, after applying our 
selection criteria, 95 related papers were picked. 
Establishment of malicious networks Intrusions have 
been subject to inquiry for decades. However, as data 
scientists can understand, when the size of a problem 
increases by an order of magnitude, current solutions 
are often no longer effective; the problem is sufficiently 
different to the one it requires a new solution.   
Vinayak Kumar et. al. (2019), According to [2] Deep 
Neural Network (DNN), A kind of deep learning model 
that builds versatile and efficient IDs and categorizes 
unexpected and unpredictable cyber attacks as well as 
malicious network behavior and continuous changes  
of packet flow. Due to the rapid evolution of the attacks 
it was important to examine the numerous databases 
that were built on it through static and dynamic 
approaches. This kind of research promotes selection 
of the best algorithms that can operate to detect 
possible cyber-attacks effectively. A thorough 
evaluation of the DNN experiments and other classical 
machine-learning classificatory is shown on various 
publicly available Malware dataset samples. Optimal 
Network conditions and the following hyper parameter 
selection methods are chosen for the DNN network 
topologies with the KDDUP99 dataset.  
Weiwei Chen et Al.(2017), According to [3] It said 
clustering and KDD would excel in explaining a new 
phenomenon named NEC. An unsupervised anomaly is 
used to produce high detection rate and less falsified 
passive results. It's an easy way to solve the problem 
and locate the phenomenon that doesn't include a list 
of information numbered. The system has tested on 
KDD Cup99 dataset for the performance evaluation, 
and defined the predicted accuracy for all attacks. The 
preprocessing model converts both roles into the 
actual number and the standardized measures of data 
collection at the end of the test section into a true 
predicate outcome result.  
Zhang et al. (2018), According to [4] a network has an 
intrusion Detection architecture based on a distributed 
random forest which could handle high-speed traffic 
data. This framework is composed of three parts: a part 
of NetFlow-based data capture, a part of  
preprocessing data, and a part of classificationbased 
intrusion detection. This method carried out the 
random forest classification algorithm to the 
distributed processing system Apache Spark and adapt 
it for real-time detection. Verifying the success of the 
System, they implement the software and conduct 
many empirical studies. The results show that the 
device has a sufficient performance and accuracy 
compared with existing systems and is therefore very 
good for detecting infiltration of the network in real 
time, with a high capacity and speed.  
Zaman, Marzia, and Chung-Horng Lung  
(2018), According to [5] In this field, early work and 
commercially available intrusion detection systems 



International Journal of Current Engineering and Technology, Special Issue-8 (Feb 2021)  

 

752| cPGCON 2020(9th post graduate conference of computer engineering), Amrutvahini college of engineering, Sangamner, India 

 

(IDS) are basically based on signatures. The drawback 
with the signaturebased approach is that when new 
attack signatures are usable the database signature 
needs to be updated and is therefore not ideal for 
detecting anomaly in the network in real time. The 
recent trend in detecting anomalies is based on the 
machine learning classification techniques. Use of the 
network changes at a very rapid rate. Network traffic 
volumes are also steadily on the rise. Network traffic 
management and intrusion protection is not a new 
concept, because there are also other types of attacks 
like virus and malware.  
Zhou et. al. (2018), According to [6] a DFEL window is 
used to monitor IoT environment infringement over 
Internet. The authors note that DFEL not only allows 
the measurement of classifier accuracy through 
experimental results by cyber-attack, but also 
significantly reduces search time. What's more, the 
DFEL scales in search efficiency and pace. Reinforcing 
the identification of cyber threats by implementing 
prompt countermeasures to block potential risks is 
critical to countering cyber-attacks in the modern IoT 
environment.  
Nathan Shone  et. Al.[7], proposed a new deep 
intrusion innovation approaches to address these 
issues. Paper has proposed no symmetric deep auto 
encoder (NDAE) for the production of unsupervised 
apps. Also, suggest a novel model of deep learning 
classification focused on stacked NDAEs. The suggested 
classifier was introduced and evaluated using Tensor 
Flow based datasets of the KDD Cup's 99 and  
NSL-KDD in the Graphics Processing Unit (GPU). 
Promising results were obtained from model to point, 
demonstrating changes in existing methodologies and 
today's broad potential used in the NIDSs. RF is 
fundamentally a learning strategy for a community 
which has the ability to label poor learners' ' into a ' 
strong learner.   
In this paper Guangzhen Zhaoet. Al. [8] Suggested 
intrusion detection strategy with DBN and PNN in 
mind. This strategy utilizes DBN to abbreviate the 
training and testing period for the PNN network by 
converting the raw data into low-dimensional details. 
While, the PSO algorithm is used to maximize the 
number of hidden-layer DBN nodes in order to 
improve the DBN network function speech 
performance. Exploratory results show that the 
combination of deep learning and PSO algorithm and 
PNN is efficient and offers some guidance to solve the 
problems with identification of intrusion described 
above. The application is a shared dataset and even the 
network context is more true and dynamic than the 
dataset itself. The next move would be to adapt the 
methodology to the actual network in order to improve 
the method through the feedback in the network.  
AuthorsBaoanet. Al. [9] Proposes aXgboost based on an 
inadequate stacked auto encoder network (SSAE-XGB) 
technique for knowing latent representation of the 
original information. Since the assignment distribution 
of the curriculum and the compilation of test data were 

convicted, the author makes use of the sparsely 
restricted to boost the model's generalization ability. 
Stacked, sparse auto encoder network is used to 
reduce the size of initial high-dimensional and 
unlabeled data for depth representation of the original 
data. This paper suggests a novel hybrid classifier, or in 
other terms the use of binary tree and ensemble 
process, because of the class disparity of intrusion data. 
Research with all NSL-KDD datasets shows that the this 
SSAE-XGB binary tree and ensemble method can 
achieve incredibly high accuracy with f-measure 
performance and outperform the previous work. 
Daniel E. Kim, Mikhail Gofman [10] Assert that 
previous studies showed that shallow neural networks 
are stronger for network intrusion detection than deep 
neural networks. Shallow networks can identify 
network data more precisely, and produce lower error 
rates than large networks.  
  
3 Proposed system details  
 
3.1 Problem statement  
 
The proposed system works with deep learning 
approach. Program first collects examination data from 
various online and offline outlets. Once the data is 
collected through the program it applies pre-process 
and feature extraction. After the rules are created and 
stored into local database directory called as 
Background rules (BK Rules). Background rules are 
given as an input to the deep learning approach for the 
classification of sub attack. In this work, The RNN 
algorithm was applied to pre-processing distilled data 
to create a learning model, and the entire KDD Cup 99 
dataset was used for testing. In the end, the accuracy, 
detection rate, and false alarm rate were determined to 
assess the detection efficiency of the RNN model.  
 
3.2 Objective  
 
The main objectives of this project are itemized as 
follows:  
• The classification of attacks based on their 
characteristics is presented. Different components that 
make the detection of low-frequency attacks (like U2R 
and R2L, Worms, Shell Code etc.) hard to accomplish by 
machine learning strategies are examined and 
techniques are proposed for enhancing their detection 
rate.  
• The discourse of different existing literature for 
intrusion detection is provided, featuringthe key 
characteristics, the detection mechanism, feature 
selection is employed, attacksdetection capability.  
• The critical performance analysis of different 
intrusion detection techniques is provided with respect 
to their attack detection ability. The limitations and 
comparison with different methodologies are 
additionally talked about. Various suggestions are 
provided for enhancement in each category of 
techniques.  
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• Future headings of Deep learning are provided for 
intrusion detection applications.  
• To generate strong and dynamic rules depending 
upon the real time behavior ofthe packet in training 
phase.  
  
3.3 System Architecture 
 

 
Figure 1: Proposed System architecture 

 
Training Phase:  
Step 1: To generate the rules based on supervised 
learning algorithm we used  synthetic dataset like 
KDDCup99, NSLKDD, ISCX and WSN Trace etc.  
Step 2: Select features for each selected instances and 
execute the train classifier to generate the training 
rules.  
Step 3: The result of training modules called as training 
rules or policies which has stored in repository those 
defined as Background Knowledge (BK).  
System Testing Phase:  
Step 1: System accumulate the network traffic data 
from network audit log data or NSLKDD Step 2: Read 
each input packets from network environment  and 
 apply  various  machine learning as well as deep 
learning algorithm (RNN).  
Step 3: RNN has apply to generate the runtime weight 
for each input packet and validate with the quality 
threshold.  
Step 4: Classify the detected packet as master attack 
like DoS, PROBE, U2R, R2L, Network attacks etc), and 
finally also shows the subtype of attack for respective 
class.  
  
3.4 Algorithm Design  
 
Weight calculation using deep learning Algorithm 
(RNN)  
Input:  Train  dataset  which  already 
store.background knowledge by train classifier TD[], 
 test  dataset  includes  multiple pdf’sTestDb[], 
 and  desired  threshold  for validate the 
current weight.  
Output: Hash_Map<class_label, sim_weight> all objects 
which having similarity weight larger than desired 
threshold.   
Step 1:  Read each test object using below function  
𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚) 
𝑛 
= ∑(. 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛]  TestDBLits )  
𝑚=1 

Step 2:  Extract each feature as a hot vector or input 
neuron from 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚)  using below equation.  
Extracted_FeatureSetx[t……n] =  
∑𝑛𝑥=1(t) 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒 (m)  
Extracted_FeatureSetx[t] contains the feature vector of 
respective domain  
Step 3:  extract each train objects using below function  
𝑡𝑟𝑎𝑖𝑛𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚) 
𝑛 
= ∑(. 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛]  TrainDBList )  
𝑚=1 
Step 4: extract features from each test set as best 
features for specific document object  
𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚)  using below function.  
Extracted_FeatureSetx[t……n] =  
∑𝑛𝑥=1(t) 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒 (m)  
Extracted_FeatureSetx[t] contains the feature vector of 
respective domain.  
Step 5: Evaluate each test vector with entire train 
features and generate weight for respective instance  
𝑤𝑒𝑖𝑔ℎ𝑡 
𝑛 
= 𝑐𝑎𝑙𝑐𝑆𝑖𝑚 (FeatureSetx || ∑ FeatureSety[y])  
𝑖=1 
Step 6: Return object [label] [weight]  
  
3.5 Mathematical Model  

1) Let S be the system: Such that,  
S= {Sys1,Sys2, Sys3, Sys4}  
S1= Data preprocessing  
S2= Feature Selection and Normalization  
S3= Deep Learning Model S4= Analysis  

2) Let S1 be a data preprocessing phase:  
S1= {TrainDB}  
𝑛 
 MI(x: c) = ∑(𝑘 = 0)𝑃(𝑋 = 𝑥, 𝐶 

𝑘  
/(𝑃(𝑋 = 𝑥)𝑃(𝐶 = 𝑐)))  
Where,  
MI= preprocess Information  
C= Class which can either be normal or  
anomaly  
X= set of x vectors  

3) Let S2 be a feature selection and normalization 
phase: S2= F1,F2, F3,..,Fn F= All features in TrainDB 
Policy for attribute selection: Info = {protocol; 
service; duration; flag; srcbyte;dstbyte}  

Where,  
Info= Information feature selection  

4) Let S3 be the deep learning model:  
S3= {Test-Db, Packet(i), class}  
Class= normal, anomaly Packet= Network traffic 
packets 5) Let S4 be the analysis phase:  
S4={Accuracy, Detection Rate} Find accuracy of each 
classifier M. Compare accuracy of each individual 
classifier with D.  
Where,  
D= deep learning model  
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Select best classifier model, i.e. M=D. System basically 
consists of three phases like training phase, testing 
phase and analysis phase. Here is the set dependency 
of the entire system. System = {Train, Test, Analysis} 
Train = {preprocess, feature extract, deep learning}  
Test = {Pattern Match, Th, Weight, Subclass}  
class  =  {Input →Bk-Rules→  Weight}    
{Normal; Attack}   {sub attacks} Analysis ={dos, probe, 
U2R, R2L, Normal, unknown}  
  
4 Results And Discussion  
 
 

The proposed, current machine learning algorithm and 
the deep learning algorithms were used in two 
different ways by the Project. We have also introduced 
computational research in base system which can 
recommend algorithms with KDDCUP99 data set and 
power-contributing architecture incorporated with 
deep learning algorithms with custom network audit 
dataset. The program measured the consistency of the 
description and the time complexity in the same 
setting. Figure 2 above demonstrates the classification 
performance of data collection by KDDCUP using the 
densitybased approach of the machine learning 
algorithm program Figure 3 used to classify and 
predict the precision of the proposed system using 
different methods like RNNalgorithm.  
  

Figure 2: Detection accuracy for KDD  : CUP99 dataset 
using machine learning 

 
A. Existing System Results   
 
The above figure 2 Shows accuracy of kddCup 99 
results classification, with five different classes. 
Average software output is around the algorithm for 
the machine learning 88.50% for all classes.  
 
B. Proposed Result  

 
Figure 3 : Detection accuracy various network dataset 

using deep learning (RNN) 

The above figure 3 Shows average efficiency of 
identification in various databases, of (n) different 
classes.  The  system's  mean performance  withthe 
machine  learning algorithm is around 95% for all (n) 
classes.  
 
Conclusions  
 
In this work, we proposed a deep learning based RNN-
IDS method to proposed effective intrusion detection 
system. We utilized the synthetic based intrusion 
dataset - NSL-KDD to evaluate anomaly detection 
accuracy. In future, we plan to implement an IDS using 
deep learning technique on cloud environment. 
Additionally,  we  Evaluate  and  compare different 
deep learning technique, namely. RNN, DNN, CNN and 
PNN on NSL-KDD dataset to detect intrusions in the 
network. The system basically works like machine 
learning as well as reinforcement algorithm to evaluate 
the unknown instances during the data testing. The 
effective  rule  system  provides  better 
classification  and  detection  accuracy  for classes. 
 Various  datasets  are  used  for experiment 
analysis to evaluate the algorithm performance with 
multiple test and conclude we get result on satisfactory 
level.  
 
Future Works  
 
After completion of this analysis, we can conclude that 
it is possible to use different techniques for detection, 
some soft computing and some approaches to 
classification to detect various attacks. Some system 
has worked with the application of various rules to 
identify baseline signature anomalies. For training and 
testing purposes, the KDD cup data set was used. The 
device essentially shows the highest detection accuracy 
for attacks, but none of them focuses on inconsistent 
detection or misuse of attacks detection.  
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