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Abstract  
  
Now a day’s use of ecommerce is increased. Peoples buy products and post their opinions, suggestions about topic or 
product. Also before buying a product they may need to go through those reviews before making any decision. This 
will help them finalize their choice and take a decision whether or not to purchase the product. If the number of 
reviews is more than going through all reviews will become time consuming process for users. They will not able to 
interpret all product reviews and might get confused. We are proposing a method based on sentiment analysis than 
can be used to interpret reviews and summarize of reviews in the user suitable format. It focuses on specific words or 
attributes that the customer will be interested about product. Product reviews will be classified based on emotions 
extracted from reviews. We will be using machine learning based approach and neural network based language 
model for sentiment analysis of product reviews. To process product reviews, we are proposing the use of Map Reduce 
technique. We proposing a system which efficiently summarizes the reviews posted by customer to help other for 
deciding about product. This Hadoop based system significantly reduces time needed for the customer for going 
through intensive process of reading multiple reviews.   
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Introduction 
 
Now in order to increase in sales merchants enabled 
customer to share their opinions about product. With 
rapid growth in social media people are sharing their 
views and opinions online. So, the reviews are 
generated at enormous rate. The merchandise provides 
rating system to reduce time required for selecting the 
product. Data mining technique can be applied to 
assess the information and their classification. Text 
mining consists of techniques to analyze human 
language.  So, sentiment analysis can automate the 
process of rating based on summarization of reviews. 
For classification of reviews written by single user or of 
one product are considered as temporal ordered 
sequence. By assessing the reviews of same person it is 
easy to classify them because reviews from same 
person are more consistent than that of the others. 
Neural network has been used for distributed 
representation learning and can be used in sentiment 
analysis. In this it is possible to learn distributed 
representation of a product, which captures the 
semantic information contained in review posted by 
the user is represented as a vector.   
 

Significance of Study   
 
Now to manage large review data, we have to 
distribute data and by assigning priority to words 

which makes larger impact on rating of product. By 
storing those in vector and calculating the rating about 
product based on  the reviews. This reduces quality 
time of going through reviews and comments for 
selection of product. This increases usability of product 
reviews in customer’s perspective. It will be beneficial 
for taking quick overview of product reviews.   
Approach, there is a danger of mistake for the reason 
that feelings of tweets in preparing set are arranged 
exclusively basically based at the extremity of 
emotions. the instruction set is in like manner less 
proficient since it contains most straightforward 
tweets having emotions.  

 
Methodology   
 
A. Native Bays Classifier   
 
Naive Bayes is a simple technique for constructing 
classifiers: models that assign class labels to problem 
instances, represented as vectors of featurev alues, 
where the class labels are drawn from some finite set. 
Naive Bayes classifiers assume that the value of a 
particular feature is independent of the value of any 
other feature, given the class variable.    The 
corresponding classifier, a Bayes classifier, is the 
function that assigns a class label p̂ =Ck for some k as 
follows:   
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 B. Method for Feature Extraction from Product 
Review   

 
Proposed Methodology   
 
In Our System block Chain Concepts are applied to 

Fake News Detection System when we are developing 

an fake news detection system by taking advantage of 

block Chain concepts with web interface. Datasets: 

Two Data Set such as the BuzzFeed and PolitiFact 

which combination of Real and Fake News. Feature 

Extraction: News content features describe the meta 

information related to a piece of news. A list of 

representative news content attributes is listed below:  

  

1) Source: Author or publisher of the news article.  

2) Headline: Short title text that aims to catch the 

attention of readers and describes the main topic of 

the article   

3) Body Text: Main text that elaborates the details 

of the news story; there is usually a major claim that 

is specifically highlighted and that shapes the angle 

of the publisher.   

 

 In Our System there are two Role such as the user and 

Admin here user Search the News after that according 

to news system detect that given news are fake or not.  

 
A. Architecture   

  
 

Fig. 2. Proposed System Architecture 
 
Explanation 
 
1) User Searching or Input User: Here will user given 
the news type. 
2) Detection process In this step will applying the 

 
 

Fig. 1. Proposed System Architecture of Buzz Data Set 
detection processing methods like analysis that news 

on that particular data set 
 
A. Module Explanation   
 
Module 1 - User:- user Search the News.   
Module 2 - Administrator (Admin):- user Search the 
News after that according to news system detect that   
given news are fake or not.  
 
B. Algorithm Explanation  
 
Advanced Encryption Standard:   
  
1. Mathematical equation in Naive Bayes Algorithm:   
The basis of Naive Bayes algorithm is Bayes’ theorem 
or alternatively known as Bayes’ rule or Bayes’ law. It 
gives us a method to calculate the conditional 
probability, i.e., the probability of an event based on 
previous knowledge available on the events. More 
formally, Bayes’ Theorem is stated as the following 
equation. The algorithm implemented in this project is 
describe as:   
 
Mathematical Model  
 

 

 
where,   
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1) P(A/B) : Probability (conditional probability) of 
occurrence of event A given the event B is true   

2) P(A) and P(B) : Probabilities of the occurrence of 
event A and B respectively   

3) P(B/A) :Probability of the occurrence of event B 
given the event A is true   
 
Advantage  
  

• Improved Productivity of Users Sales and Services.   

• Improved Productivity of Users Sales and Services.   

• Process Automation It helps fast decision making   

• Classification of product reviews   

• Minimize required time for analyzing product 
reviews.   

• Extracting important information from review   
 
Goal   
 
Our goal is to achieve proper classification of product 
reviews using machine learning approach and 
summarizing given set of  product reviews. Also, to 
recognize different features of given product from the 
product reviews.   
  
Problem Definition and Scope   
 
Traditional approach used in college where faculty use  
notice board to share any  information and teacher  
dictates the notes in front    of students and students  
also write notes in their notebook. This process is time 
consuming for teacher and students. In case any urgent 
notices by higher management like hod or principal 
take time to reach everyone. To overcome drawback of 
existing system we introduce smart phone based 
college management system  
  
Future Work   
 
In future work, these techniques and rating process 
can be improved by taking into consideration the usage 
of slangs term and smiley symbols used by people. 
Features can also be clubbed together according to the 
score as good, neutral, and bad. Spam reviews can be 
detected and removed from the list to increase the 
overall efficiency. Algorithm can be developed to check 
whether features are present in the reviews posted or 
not.   
 
 
 
 
 
 
 
 
 
 
 

Conclusion                              
 
Sentiment analysis or opinion mining is a field of study 

that analyzes people’s sentiments, attitudes, or 

emotions towards  certain  entities.  This  paper 

tackles  a fundamental problem of sentiment 

analysis, sentiment polarity categorization. Online 

product reviews from  Amazon.com are selected as 

data used for this study. A sentiment polarity 

categorization process (Figure2) has been proposed 

along with detailed descriptions of each step. 

Experiments for both sentence-level categorization and 

review-level categorization have been performed.  
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