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Abstract 
  
No doubt that text classification is an important research area in information retrieval. In fact there are many 
researches about text classification in English language. A few researchers in general talk about text classification 
using Arabic data set. This research applies three well known classification algorithm. Algorithm applied are K-
Nearest neighbour (K-NN), C4.5 and Rocchio algorithm. These well-known algorithms are applied on in-house 
collected Arabic data set. Data set used consists from 1400 documents belongs to 8 categories. Results show that 
precision and recall values using Rocchio classifier and K-NN are better than C4.5. This research makes a 
comparative study between mentioned algorithms. Also this study used a fixed number of documents for all 
categories of documents in training and testing phase. 
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1. Introduction 
 

1 Text categorization (TC) is a very important area in 
information retrieval. Text categorization or text 
classification is a method used in data mining aims to 
extract valuable information from large amount of data 
[Rasha Elhassan]. Also the huge number of documents 
available on line makes the process of text 
classification essential and important, moreover, the 
huge number of documents available on line make the 
process of text classification an active research area 
[Motaz K Saad, (2010)]. Text classification aims at 
categorizing documents into a set of predefined 
documents based on their content [Mofleh Al-diabat 
(2012), Sebastiani, F. (2002)]. Text classification has 
been used in many applications such as email filtering 
(spam or legitimate) [Adel Hamdan (2011), Raed Abu-
Zitar(2011)] , indexing of scientific articles and news 
monitoring [Sebastiani, F. (2002), Dharmadhikari, 
C.S.(2011)]. 
 A lot of researchers talk about the process of text 
classification in English language. And actually there 
are many algorithms developed and used for English 
text classification such as Support Vector Machines 
(SVM), Bayesian Classification, Hidden Markov model, 
neural network, k-nearest neighbour algorithm and 
others. Unfortunately, only few researches talk about 
Arabic text classification.  Arabic language is the main 
language in the Arab world and the secondary language 
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in the Islamic countries.[ Mofleh Al-diabat,(2012), 
Duwairi, R. (2007)]. Arabic language has a rich 
morphology and a complex orthography [Mesleh, A.M. 
(2008]. 
 This paper used k-nearest neighbour, Decision 
Trees (C4.5) and Rocchio Classifier in Arabic text 
classification. K-NN and Rocchio are two classifiers 
frequently used for TC, and they are both similarity 
based. This paper aims at making a comparative study 
between mentioned algorithms on an Arabic data set. 
Actually and up to this paper date authors did not find 
any research that make a comparative study between 
mentioned algorithms on a large Arabic data set. 
   The rest of this paper organized as follow: section 2 
talks about Arabic language, section 3 talks about 
document pre-processing steps, Section 4 explains 
Term Selection and Weighting methods, section 5 talks 
about k-nearest neighbour, section 6 talks about C4.5 
(Decision Tree), section 7 talks about Rocchio 
classifier, section 8 demonstrate related studies, 
section 9 show data set used in experiments, and 
finally section 10 show our experiments and results.  
 

2. Arabic Language 
 
Arabic language is the main language in 25 countries. 
Beside that Arabic language is spoken from more than 
250 million. Arabic language consists of 28 letters plus 

hamza (ء) which is considered a letter by some Arabic 
linguistics. Arabic language is written from right to left.  
Also the letters of Arabic language have different 
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shapes when appearing in a word depending on the 
position of the letter (at the beginning, at the end, at 
the middle) [Rehab Duwairi (2005)]. The majority of 
Arabic words have their roots, beside that over 80% of 
Arabic words can be mapped into 3-letter root. 
Fortunately, Arabic language has its own building 
mechanism which means different words can be 
mapped into their roots. Representing words according 
to their roots is very important and definitely will 
reduce the number of words. [Eldos, (2003)] 
 
3. Document Pre-processing  
 
Document processing and representation is essential 
step to clean the text by removing useless data such as 
removal of preposition, pronouns, conjunctions words, 
auxiliary verbs, digits, numbers, stop words and 
formatting tags.  
 Arabic language is a very rich language. This 
richness increases the size of feature vectors created. 
Fortunately, Arabic language has it built-in filtering 
mechanisms. Most words in Arabic language can be 
mapped into their roots using stemming. Root in 
Arabic language available in three, four, five and six 
letters. Also over 80% of Arabic words can be mapped 
into three-letter root. [Rehab Duwairi (2007)] 
 

4. Term Selection and Weighting 
 

Data pre-processing is an essential step in text 
classification. Date pre-processing aims to reduce the 
complexity of text documents. Data pre-processing can 
be classified into Feature Extraction (FE) and Feature 
Selection (FS). [Liu, H. (1998)]. 
 Feature Extraction aims to clean text documents. 
Feature Extraction includes stemming and presenting 
text in a clear format [Wang, Y and Wang X (2005)]. 
 Feature Selection used after Feature Extraction to 
build vector space. FS also aims to select suitable 
features from the original document. Beside that FS 
aim at keeping words that have the highest scores 
according to a set of predefined measures.[ Zi-Qia 
ng,(2005), Montanes, E,(2003)]. 
 No doubt that representing all document words 
into their roots is very important. [Eldos T. (2003)]. 
Root extraction or stemming for Arabic language can 
be divided into two types.[Al-Shalabi R(1998), El-
Sadany T. A(1989), Gheith M(1987), Hilal Y(1989)]. 
First, getting the root based on the idea of removing 
prefixes, infixes, suffixes. Second, getting the root based 
on the weight of letters embedded within the text. [Al-
Shalabi, R., Kanaan, (2003)].  
 Obviously, There are many term evaluation 
function used for English text categorization such as 
Chi square, information gain, Document Frequency 
Threshold   [Franca Debole (2003), Al-Zaghoul F 
(2013), Sebastiani F. (2002)]. Also after selecting the 
most important terms in each document, each 
document must be weighted as vector based on the 
words found in it. In fact there are many weighting 
techniques such Term Frequency (TF), Inverse 

Document Frequency, Term Frequency Inverse 
Document Frequency (TFIDF), and Normalized-TFIDF 
weighting. [Johannes Furnkranz (1998), Abu-Errub A 
(2014)]. 
 
5. K-Nearest Neighbour 
 
Key nearest neighbour is one of the statistical learning 
algorithms that have been used for text classification 
[Y. Yang and X. Liu (1999), Riyad Al-Shalabi (2006)]. K-
NN is known as one of the top classification algorithms 
for English language.  The k-nearest-neighbour 
classifier is commonly based on the Euclidean distance 
between a test sample and the specified training 
samples. The idea of K-NN can be explained as follow: 
when the algorithm tests a document, first the 
algorithm tries to find the k nearest neighbours among 
the training documents. Also the K-NN uses the 
categories of the k Neighbours to weight the candidate 
category. In K-NN the similarity score of each 
document to the test document is used.  If several of 
the k nearest neighbours shares a category then the 
resulting weighted sum is used as the likelihood score 
of candidate categories. One of the major 
disadvantages of K-NN algorithm is its difficulty to 
determine the best value of K and the complexity of 
computation time, as it requires to compare a test 
document with all samples in the training set generally, 
the value of k is usually selected based on many trials 
of the training and validation sets. [Riyad Al-Shalabi 
(2006), Gongde Guo(2005), Li Baoli(2003)] 
 In this paper the cosine similarity measures is used 
to calculate the similarity between documents. Cosine 
similarity is a measure of similarity between two 
vectors of an inner product space that measures the 
cosine of the angle between them. If we assume that A 
and B are vectors representing documents J and K 
respectively then we can calculate the similarity 
between vectors A and B using the following formula 
(Formula 1)[ Riyad Al-Shalabi (2006)]. Also in this 
paper we used Normalized-TFIDF weighting technique. 
 

SIM (A, B) =
∑        
 
   

 ∑    
     ∑    

   
   

 
   

          (1) 

 

6. C4.5 (Decision Tree) 
 

C4.5 is one of statistical classifiers which can be used to 
generate decision tree. C4.5 developed by Ross Quinlan 
.Decision tree generated by C4.5 can be used for text 
classification. [Motaz K saad (2010), Abdullah H. 
Wahbeh(2012), Mofleh Al-diabat(2012)]. 
 A decision tree like tree structures, in decision tree 
each internal node represents a test to the document, 
also each branch in the tree represents an outcome of 
the test, beside that each leaf node holds a class label. 
Basically it is a top-down technique which recursively 
constructs a decision tree classifier [Nidhi(2011)]. 
 First C4.5 developed to overcome limitation of ID3. 
One major limitation of ID3 is too sensitive to the 
features with large numbers of values. C4.5 builds his 

https://en.wikipedia.org/wiki/Inner_product_space
https://en.wikipedia.org/wiki/Cosine
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decision trees from a set of training data. [Badr hssina 
(2014) ]. In C4.5 if you have a set of records and each 
record has the same structure and consists of a number 
of attributes then one of these attributes will represent 
the category of the document.  
 C4.5 works as follow: Given a set S of cases, C4.5 
will first grow an initial tree using divide and conquer 
algorithm. After that C4.5 will evaluate the cases. If all 
the cases in S belong to the same class or S is small. 
Then the tree is a leaf and will be labelled with the 
most frequent class in S. otherwise. C4.5 will select a 
test based on a single attribute which has two or more 
outcomes. In addition C4.5 will make this test the root 
of the tree with one branch for each outcome of the 
test. Then partition S into equivalent subsets S1, S2,… 
according to the outcome for each case. Then apply the 
same procedure recursively [(XindongWu(2007)]. C4.5 
uses information Gain and Gain Ration to rank possible 
tests.  
 
7. Rocchio Classifier  
 
The rocchio algorithm idea based on relevance 
feedback found in information retrieval. Rocchio is a 
linear classifier. Rocchio feedback approach developed 
using vector space model (vector space model is an 
algebraic model for representing text documents). 
Rocchio algorithm is created based on the assumption 
that most users have a common conception of which 
documents should be indicated as relevant or non-
relevant. In rocchio classifier a prototype vector is built 
for each class Ci, and a document vector d is classified 
by calculating the distance between d and each of the 
prototype vectors. Then prototype vector for class Ci is 
calculated as the weighted average vector over all 
training document vectors that belong to class Ci. [(F. 
Sebastiani(1999), F. Sebastiani(2002), M. M. 
Syiam(2006)]. 
 Rocchio method is efficient and easy. In rocchio 
classifier classifying new instance requires computing 
the inner product between the new instance and the 
generalized instances. Also Rocchio classifier can 
summarize the contribution of the instances belonging 
to each category. Beside that one major advantage of 
rocchio classifier is its capability of filter out certain 
irrelevant features [Gongde Guo(2006)]. 
 The Rocchio classifier is a linear classifier. Given a 

training dataset Tr, it directly computes a classifier Ci 

(Wi1,Wi2,….Win) for category Ci. The weighted average 

of a category is computed as follow [Tarek Fouad 

Gharib(2009), Gongde Guo(2006)]: 

 

Wik =   ∑
   

|    |
     ∑

   

|    |                

 
Where Wik is the weight of term tk in document dj. POSi  
and NEGi means document dj belonging to (or not 
belonging to) category ci. β and γ are control 
parameters that allow setting of positive and negative 
examples [Gongde Guo(2006)]. 

8. Related Studies 
 
Wail Hamood [Wail Hamood (2014)] applied 
traditional K-NN and Naïve Bayesian using Weka 
toolkit on Arabic data set. Also he proposed modified 
K-NN algorithm to skip the classes that less similar and 
identify the right class from k nearest neighbours 
which increases the accuracy. He concludes that his 
modification is promising. Also in his paper an 
improved K-NN implemented on Arabic data set 
improves the performance.  
 Riyad al-Shalabi [Riyad al-Shalabi (2006)]  
implemented K-NN on Arabic data set. He has reached 
0.95 micro-average precision and recall stores. Also he 
uses 621 Arabic text documents belong to six different 
categories. He has used a feature set consist of 305 
keywords and another one of 202 keywords. Selection 
of keywords based on Document Frequency threshold 
(DF) method. 
 Tarek Fouad [(Tarek Fouad(2009)] applied SVM 

model for classifying Arabic text documents. he 

compare his results with Bayes and Rocchio classifier. 

His experiments applied on 1132 documents. Rocchio 

classifier gave the best results when the size of feature 

set is small while SVM outperform the other classifiers 

when the size of the feature set is large enough. 

 M. M. Syiam [M. M. Syiam(2006)] had used k-

nearest neighbour and Rocchio classifiers are used for 

classification process. Experiments done on self-

collected Arabic data set. In his experiments he showed 

that Rocchio classifier has the advantages over k-

nearest neighbour classifier in the classification 

process. The experimental results demonstrate that the 

proposed model is an efficient method and gives 

generalization accuracy of about 98%. 

 Majed Ismail Hussien [Majed Ismail Hussien(2011)] 

implemented the Sequential Minimal Optimization 

(SMO), Naïve Bayesian (NB) and J48 (C4.5) Algorithms 

using Weka program, these algorithms implemented 

on Arabic data set. His experiments demonstrate that 

the (SMO) classifier achieves the highest accuracy and 

the lowest error rate, followed by J48 (C4.5), then the 

(NB) classifier. 

 Al-Harbi [Al-Harbi(2008)] presents the results of 
classifying Arabic text document using seven different 
Arabic data set. He used SVM and C4.5 algorithms. A 
tool for feature extraction and selection was 
implemented. Is his experiment C5.0 classifier gives 
better accuracy.  
 
9. Data set 
 
Dataset set used in our experiments collected from 
Aljazeera news web site (http:// www.aljazeera.net), 
Saudi Press Agency (SPA) (http://www.spa.gov.sa/ 
index.php) and Al-hayat (http:// www.alhayat. 
com/).Dataset consists of 1400 Arabic documents 
belong to different categories (see table 1). 

https://en.wikipedia.org/wiki/Relevance_(information_retrieval)
http://www.spa.gov.sa/
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Table 1: Data set 
 

Category Total Number of 
documents 

Number of documents 
used for training  

Number of documents 
used in testing 

Computer 175 115 60 
Economics 175 115 60 
Education 175 115 60 

Law 175 115 60 
Medicine 175 115 60 
Politics 175 115 60 
Religion 175 115 60 
Sports 175 115 60 
Total 1400 920 480 

 
Approximately, dataset is divided into two parts. 
Dataset used for training is 920 documents (66%) and 
480 documents is used for testing (34%). 
 
10. Experiments and Results 
 
In this paper authors evaluate K-NN, C4.5 and Rocchio 
classifier on an Arabic data set. Data set used in our 
experiments is in-house developed data set which 
consists of 1400 documents. Also authors in this paper 
use recall, precision and F1 as evaluation measures. 
Precision are also called (positive predictive value). In 
information retrieval precision is the number of true 
positive which means the number of items correctly 
labelled as belonging to the positive class divided by 
the total number of elements labeled as belonging to 
the positive class. Also Recall is defined as the number 
of true positives divided by the total number of 
elements that actually belong to the positive class. And 
F1 is a measure of a test’s accuracy. Consider table 2 
and suppose that a: relevant document retrieved, b: 
irrelevant document retrieved, c: relevant document 
not retrieved, d: irrelevant document not retrieved. 
(See table 2). 
 
Table 2: Document possible sets based on a query 
 

Iteration Relevant Irrelevant 
Document retrieved a b 

Document not 
retrieved 

c d 

 

      
                

                
  

Precision= 
 

   
 

Recall= 
 

   
 

 

Goal of these experiments is to evaluate K-NN, C4.5 and 
Rocchio algorithm on an Arabic data set. As mentioned 
previously there are a few researches using proposed 
methods on Arabic data set are done. And no doubt 
that applying most of classification algorithm on Arabic 
data set still need more investigation. In addition 
applying a comparative study on the mentioned 
algorithms is one of the goals of this research. 
 Table 4 and 5 demonstrates our experiments using 
Rocchio and C4.5 algorithms. 

Table 4: Rocchio Results 
 

Category(Rocchio) Precision Recall F1 

Computer 0.78 0.87 0.82 

Economics 0.88 0.89 0.88 

Education 0.79 0.78 0.78 

Law 0.81 0.91 0.85 

Medicine 0.9 0.89 0.89 

Politics 0.81 0.79 0.79 

Religion 0.79 0.71 0.74 

Sports 0.81 0.83 0.81 

Average 0.82 0.833 0.82 

 
Table 5: C4.5 Results 

 
Category (C4.5) Precision Recall F1 

Computer 0.66 0.59 0.62 

Economics 0.74 0.71 0.72 

Education 0.59 0.57 0.57 

Law 0.61 0.63 0.61 

Medicine 0.68 0.61 0.64 

Politics 0.69 0.68 0.68 

Religion 0.61 0.63 0.61 

Sports 0.78 0.71 0.74 

Average 0.67 0.641 0.65 

 
Experiments demonstrated in table 4 and 5 show that 
the average precision and recall using Rocchio 
classifier is better than C4.5 on selected data set. 
 The value of K is very important on K-NN algorithm. 
Small value of K means low performance of recall and 
precision. Also high value of K means high 
computation. 
 Table 6,7,8 and 9 demonstrates our result using 
different values ok K. 
 

Table 6: K-NN Results (K=1) 

 
Category (K-NN 1) Precision Recall F1 

Computer 0.33 0.41 0.36 

Economics 0.22 0.21 0.21 

Education 0.19 0.18 0.18 

Law 0.15 0.17 0.15 

Medicine 0.19 0.23 0.20 

Politics 0.32 0.31 0.31 

Religion 0.31 0.23 0.26 

Sports 0.41 0.39 0.39 

Average 0.26 0.26 0.26 
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Table 7: K-NN Results (K=3) 
 

Category (K-NN 3) Precision Recall F1 

Computer 0.35 0.36 0.35 

Economics 0.37 0.38 0.37 

Education 0.33 0.33 0.33 

Law 0.41 0.39 0.39 

Medicine 0.38 0.7 0.49 

Politics 0.41 0.42 0.41 

Religion 0.45 0.43 0.43 

Sports 0.45 0.47 0.45 

Average 0.39375 0.435 0.40 

 
Table 8: K-NN Results (K=12) 

 
Category (K-NN 12) Precision Recall F1 

Computer 0.55 0.56 0.55 

Economics 0.58 0.57 0.57 

Education 0.58 0.57 0.57 

Law 0.61 0.71 0.65 

Medicine 0.59 0.62 0.60 

Politics 0.63 0.64 0.63 

Religion 0.59 0.87 0.70 

Sports 0.55 0.66 0.60 

Average 0.585 0.65 0.61 
 

Table 9: K-NN Results (K=18) 
 

Category (K-NN 18) Precision Recall F1 

Computer 0.78 0.73 0.75 

Economics 0.77 0.81 0.78 

Education 0.75 0.76 0.75 

Law 0.91 0.89 0.89 

Medicine 0.85 0.84 0.84 

Politics 0.84 0.81 0.82 

Religion 0.87 0.79 0.82 

Sports 0.91 0.84 0.87 

Average 0.83 0.80 0.82 

 
The results using different values of k using K-NN show 
that when k=1, the average results for almost all types 
of categories are bad. The results are promising when k 
values are 12 and 18. As shown in table 9 the best 
results are shown in table 9 when the value of k is 18. 
Authors made experiments for k =24 but the results is 
not encouraging so it is not demonstrated in out tables. 
  In summary our results demonstrate that K-NN and 
Rocchio can work well on Arabic data set. C4.5 results 
are not promising in our experiments. 
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