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Abstract

MANET is an infrastructure less network in which the communication is carried out without any physical link. However, due to the characteristics of MANET like Open Environment, Dynamic Topology and Distributed Nature, there is lot of possibility for the attacks. Among the various passive and active attacks that prevail in this dynamic network, Black Hole attack is one such dangerous active attack in MANETs. In this attack, a malicious node falsely assures that it has the shortest path to the destination even though it does not have one. This type of attack seriously damages the performance of the network and should be strictly prevented. In this paper, the impact of black hole attack on the Ad-hoc On-demand Distance Vector (AODV) routing protocol is investigated using Network Simulator (NS-2.34). The performance analysis of this active attack is measured using the QoS metrics such as Packet Delivery Ratio, Throughput, End-to-End Delay, Jitter and Packets Dropped and also proved statistically using a Stat Tool.
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1. Introduction

The remarkable technology of wireless networks started in late 1970s and the interest has been growing ever since. Earlier, information sharing between various communication devices was difficult, as the users need to set up static, bi-directional links between the devices to perform various administrative tasks. In order to prevent the difficulty in maintaining these infrastructure based networks, various techniques have been determined leading to ad hoc networks. In Adhoc Networks, there is no infrastructure, which makes it easily deployable and connects the communication devices (nodes) within no time. Such interconnection between mobile nodes is called a Mobile Ad hoc Network (MANET).

Mobile ad hoc network is an autonomous and decentralized network in which any mobile node can freely move in and out of the network. These mobile nodes must act as both host and router in which both route discovery mechanism and data transmission between nodes is handled by the mobile nodes itself. These nodes have the ability to configure themselves and because of their self-configuring capability, they can form an arbitrary network when needed without the basis of any fixed infrastructure. Due to these characteristics, the network topology gets varied more frequently and hence a routing protocol must be efficient enough in delivering an ameliorated network performance. Traditional routing protocols used for wired networks cannot be employed for mobile ad hoc networks because the basic idea of such ad hoc networks is mobility with dynamic topology [Janne Lundberg et al, 2014]. Routing protocols plays a major role in such type of networks whose function is to transfer data packets between the mobile nodes efficiently tackling all the varying situations.

Due to their inherent characteristics and lack of any centralized administration, mobile ad hoc networks are vulnerable to different types of security attacks. These attacks include active interfering, passive eavesdropping, impersonation and denial of service [Ketan et al, 2014]. Since the communication among the nodes is purely based on mutual trust between nodes, malicious nodes in the network must be identified carefully and must be restricted in their behavior. Hence securing a mobile ad hoc network is necessary for basic functionality of the network. Black hole attack is one among these various attacks. In the black hole attack, a malicious node drops all the packets coming in its way without transferring them to its neighborhood node, thus degrading the network performance. Black hole attack may occur due to a malicious node which is deliberately misbehaving, as
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well as a damaged node interface. Such type of attacks must be prevented in order to obtain better performance of the network. In this paper, the performance of the AODV routing protocol is examined under black hole attack.

2. Routing protocols in MANETs

In MANETs, nodes are not familiar with the network topology in priori. Routing protocols are responsible in establishing the paths between the mobile nodes in order to transmit data between source and destination in that path. Hence a routing protocol must be efficient enough in handling various network phenomenon’s and must tolerate against different security attacks. These routing protocols are broadly classified into three types based on the phenomenon in which they broadcast information.

1. Proactive or Table-Driven routing protocols
2. Reactive or On-Demand routing protocols
3. Hybrid routing protocols

Proactive routing protocols designed for MANETs are adopted from various traditional routing protocols available for wired networks. Proactive routing protocols attempt to maintain an up-to-date routing information from each node to every other node in the network prior to the need of data transmission. The routing information is kept in a number of different routing tables and the routing information is updated regularly responding to the changes in the network topology. Primary advantage of proactive routing protocols is the availability of routes to concern nodes at any moment. Control overhead generated by these protocols is significantly more in large networks. Examples of such networks include DSDV, OLSR, WRP etc.

2.2 Reactive routing protocols

In this type of routing protocols, routes between the mobile nodes are not continuously maintained without any need such as in proactive routing protocols. Routes are established between the mobile nodes only when needed i.e., On-Demand. Here in reactive routing protocols, if a source node needs to send data packets to some destination, it checks whether it already has a route towards the destination to transmit data packets. If it does not find any route, then it initiates the route discovery phase to establish a new path towards the destination, through which the data packets are sent. The drawback of the reactive routing protocol is the introduction of route acquisition latency. The time taken by the data packets to reach the destination is more compared to proactive routing protocols.

Reactive routing protocols include AODV, DSR, and AOMDV etc.

2.3 Hybrid routing protocols

Hybrid routing protocols exploit the strengths of both proactive and reactive routing protocols in order to deliver better performance. In hybrid routing, entire network is divided into zones so that, one protocol is used within a zone and another protocol is used between the zones. ZRP is an example of such routing protocol.

Performance of the On-demand routing protocol, AODV is determined in this paper.

Ad-hoc On-demand Distance Vector (AODV) routing protocol

AODV is an on-demand routing protocol. It does not maintain any routing information and participate in any periodic routing table exchanges prior to the necessity of communication. It finds the route between the mobile nodes only when needed (on-demand). AODV routing protocol adopts the concept of destination sequence numbers from DSDV to maintain the most recent information about the mobile nodes and the concept of on-demand route discovery and maintenance from DSR. Each entry in the routing table consists of the destination node, destination sequence number, number of hops, next hop, expiration table for the entry in the tables containing the routing information etc. AODV routing protocol makes use of various control messages such as Route Request (RREQ), and Route Reply (RREP) for establishing a path from source to destination. Header information of various control messages used in AODV is listed out in [C. E. Perkins et al, 2004].

Whenever a source node needs to communicate with another node for which it has no route, the process of route discovery is initiated by the source which broadcasts a RREQ packet to its neighborhood nodes. Each neighboring node either responds to the RREQ by sending Route Reply (RREP) packet back to the source node or it further transfers the RREQ packets to its neighborhood nodes after incrementing the hop count. This route discovery process is carried on until the RREQ packet reaches the destination node or an intermediate node that has a fresh enough route entry for the destination in the routing table. Once the intermediate node has a valid route towards destination, it sends a RREP packet back to the source node in the reverse path. Making use of the reply from
an intermediate node rather than the destination node reduces the route establishment time and also the control traffic in the network.

Sequence numbers are used in these control packets and they serve as time stamps which are used by the nodes to compare the freshness in the routing information [Ranjeet et al, 2012]. When a node sends any type of routing control message, it increases its own sequence number in the message. Routing information with highest sequence number is considered to have more fresh or up-to-date information. If a node receives more than one RREP, it updates its routing information, and propagates the RREP with the highest sequence number discarding others.

The source starts the data transmission as soon as it receives the first RREP, and then its updates its routing information of better route to the destination node. If at all any of the nodes in the data path moves away causing the breakage of the link, the route discovery process is reinitiated to establish a new route to the destination node, Route Error (RERR) control packet is sent to all the nodes in the network which are using this broken link for communication. Routing protocol assumes that all the nodes are cooperative in nature in broadcasting information.

3. Security attacks in MANETs

As in [H. Deng et al, 2002], security is a very important issue for the basic functioning of the network. MANETs are more susceptible to various attacks than wired networks due to its flexible environment. Due to its dynamic nature, the network can be accessed by both the legitimate users and malicious attackers. Since the routing protocol assumes that all the nodes in the network are cooperative in nature, malicious attackers can easily disrupt network operations by violating protocol specification. An attacker first analyses the network functioning and then launch attacks into the network which degrades the network performance. Hence these attacks must be strictly prohibited.

These attacks are basically classified into two categories – Passive attacks and Active attacks. These are further sub-classified into various kinds depending upon the type of the attack such as Denial of Service attack, Fabrication attack, Modification attack, Replay attack and Impersonation attack. Passive attacks just listen to the traffic of the network to obtain vital information. These types of attacks do not affect the functioning of the network. It is difficult to identify such type of attacks as the performance of the network does not vary. It is even not possible to detect the presence or the location of the attacker node in this case. The only way to prevent such type of attacks is through encryption. Whereas, active attacks aim to modify the transmitted data by adding random packets or attempt to interrupt the data flow from source to destination. The main purpose is to pull all packets towards the attacker for analysis or to obstruct the network communication. Black hole attack is one such attack which comes into this category. Among these two types of attacks, only active attacks can be accepted out at routing level. They can either be inner or outer. In order to combat these attacks, a secure environment should provide confidentiality, availability, authenticity, integrity and non-repudiation [Jaspal Kumar et al, 2013].

3.1 Black hole attack

A Black hole attack is a denial of service type of attack, where a malicious node attracts all the data packets by falsely claiming that it has the shortest and fresh enough route towards the destination. Once the source node chooses that path to transfer data, the malicious node absorbs all the data without forwarding them to the destination. To be more elaborate, when a source nodes needs to communicate with some destination node, it initiates the route discovery process by sending route request (RREQ) packets. In black hole attack, a malicious node initially waits till the nodes broadcast RREQ packets. Once the RREQ packet is received by the malicious node, it immediately responds with a false route reply (RREP) packet with highest sequence number, indicating that it has the fresh route towards the destination. The source node believes that the destination node is behind the malicious node and ignores all the RREP packets received from other nodes, even if it is from actual destination. Then the source node transmits the data packets through the path containing the malicious node trusting that these packets will reach the destination. Once the data packets reach the black hole node, it does not forward the data packets further and simply drops them. Thus, a black hole node pretends to have fresh routes to all the destinations in the network requested by all the nodes and absorbs the networks data traffic. This type of attack never forwards any data packets.

Figure 2: Black hole attack in MANET

In figure 2, source node 1 wants to send data packets to the destination node 4 in the network. Here node 3 is a malicious node which acts as a black hole. When the source node initiates the route discovery process, the malicious node responds to the RREQ packet immediately with a false or malicious RREP having higher modified sequence number, though it do not have any route to the destination. Since the reply from the malicious node first reaches the source node, it updates its routing table accordingly. Then it starts broadcasting the data packets through node 3, which
do not forward the data packets to its neighboring node.

4. Simulation Setup

In order to analyze the performance of AODV under black hole attack, network simulator NS-2.34 is used. NS-2.34 uses the collaborative environment for simulation making use of discrete event simulation. Here various quantitative metrics like packet delivery ratio, average end-to-end delay, normalized routing load and jitter are estimated under black hole attack. The performance of the network is determined with the following network parameters summarized in Table 1.

Table 1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>NS-2.34</td>
</tr>
<tr>
<td>Network Dimensions</td>
<td>1500m x 1500m</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>200 sec</td>
</tr>
<tr>
<td>Node mobility model</td>
<td>Random waypoint</td>
</tr>
<tr>
<td>Routing protocols</td>
<td>AODV</td>
</tr>
<tr>
<td>Application</td>
<td>UDP, TCP</td>
</tr>
<tr>
<td>Traffic type</td>
<td>Constant Bit Rate (CBR)</td>
</tr>
<tr>
<td>No. of nodes</td>
<td>20, 40, 60, 80, 100</td>
</tr>
<tr>
<td>Speed of node</td>
<td>5 – 30 m/s in steps of 5</td>
</tr>
<tr>
<td>Pause Time</td>
<td>0 sec</td>
</tr>
<tr>
<td>Physical Layer</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>MAC Protocol</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Transmission rate</td>
<td>100 kbps</td>
</tr>
<tr>
<td>Packet size</td>
<td>512 kb</td>
</tr>
</tbody>
</table>

5. Performance Evaluation

In this paper, the effect of black hole attack is determined by considering the quantitative metrics such as packet delivery ratio, average end-to-end delay, normalized routing load and jitter. However, the network performance is evaluated with and without attack. In both these cases, the following metrics are considered to evaluate the performance under varied node mobility and node density.

1) Packet Delivery Ratio: Packet Delivery Ratio (PDR) is the ratio between the number of packets transmitted by a traffic source and the number of packets received by a traffic sink. It measures the loss rate as seen by transport protocols and as such, it characterizes both the correctness and efficiency of ad hoc routing protocols. It represents the maximum throughput that the network can achieve. A high packet delivery ratio is desired in any network.

\[
PDR = \frac{\text{Total no. of received packets}}{\text{Total no. of packets sent}}
\]

2) Average End-to-End Delay: The packet end-to-end delay is considered as the average time a packet takes to traverse the network. This is the time from the generation of a packet by the source, till its reception at the destination’s application layer and is expressed in seconds. It therefore includes all the delays in the network such as buffer queues, transmission time and delays induced by routing activities and MAC control exchanges. The end-to-end delay is therefore a measure of the how well a routing protocol adapts to the various constraints in the network and represents the reliability the routing protocol.

\[
EED = \sum \frac{(\text{Received time} - \text{sent time})}{\text{Total data packets received}}
\]

3) Normalized Routing Load: Normalized Routing Load is the ratio between the total number of routing packets sent to the number of data packets delivered. This metric is used to evaluate the scalability of the network.

\[
NRL = \frac{\text{no. of routing packets sent}}{\text{no. of data packets received}}
\]

4) Jitter: Jitter is the variation in the time between packets arrival, caused by network congestion, timing drift, or route changes. A network with constant delay has no variation (or jitter). Hence jitter should be minimum for a routing protocol to perform better.

5.1 Impact of black hole attack with varied node densities

In order to determine the impact of the black hole attack on the AODV routing protocol, its performance is determined including an attacker node and by varying the total number of nodes, various metric values are determined which are discussed in this section.

Figure 5.1: No. of nodes vs PDR

From Figure 5.1, we observe a drastic change in the packet delivery ratio when the network is analyzed in the presence of black hole attack. This happens because the number of packets delivered greatly reduces as all packets traversed in attacker’s way, will be dropped. From figure 5.2, when we analyze the network with varying node density from 0-60 nodes,
end to end delay remains same. After 60 nodes, in the presence of attack as the black hole node send RREP message immediately with minimum hop count and maximum sequence number, this implies that delay for the packets from source to destination is reduced. From figure 5.3, in the presence of attack, the data packets received greatly reduces and hence normalized routing load increases; but as the node density increases NRL remains almost same. From figure 5.4, as the number of nodes increases over 40 nodes, jitter in the network increases indefinitely as the attacker nodes presence creates routing changes and congestion in the network when compared to no attack scenario.

6. Statistical Tool-ANOVA

Analysis of variance (ANOVA) is the method used to compare continuous measurements to determine if the measurements are sampled from the same or different distributions. It is an analytical tool used to determine the significance of factors on measurements by looking at the relationship between a quantitative response variable and a proposed explanatory factor. This method is similar to the process of comparing the statistical difference between two samples, in that it invokes the concept of hypothesis testing. Two-way ANOVA is used in the instance that the variance depends on two factors. There are two cases in which two-way ANOVA can be employed:

- **Data without replicates**: used when collecting a single data point for a specified condition
- **Data with replicates**: used when collecting multiple data points for a specified condition (the number of replicates must be specified and must be the same among data groups)

The F-statistic is the ratio of two variance estimates: the variance between groups divided by the variance within groups. The larger the F-statistic, the more likely it is that the difference between samples is due to the factor being tested, and not just the natural variation within a group. A standardized table can be used to find $F_{critical}$ for any system. $F_{critical}$ will depend on alpha, which is a measure of the confidence level. Typically, a value of alpha = 0.05 is used, which corresponds to 95% confidence. If $F_{observed} > F_{critical}$, we conclude with 95% confidence that the null hypothesis is false.

The F-Test is the ratio of the sample variances. The F-statistic and the corresponding F-Test are used in single-factor ANOVA for purposes of hypothesis testing.

- **Null hypothesis ($H_0$)**: all sample means arising from different factors are equal
- **Alternative hypothesis ($H_a$)**: the sample means are not all equal

6.1 Statistical Evaluation- Results

The QoS metrics like Packet Delivery Ratio, Throughput, End-to-End Delay, Jitter, Packets Dropped are analyzed using the Statistical Tool ANOVA and it is observed that the F critical value for all the metrics is greater than the F-Statistic value when compared with and without attack, from which it is obvious that there is significant impact of black hole attack on MANET environment.

<table>
<thead>
<tr>
<th></th>
<th>Packet Delivery Ratio</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>TCP 0.976 0.814 0.511 0.013 0.736</td>
<td>1.352 1.956 2.347</td>
</tr>
<tr>
<td>30</td>
<td>TCP 0.963 0.788 0.438 0.024 0.655</td>
<td>1.342 1.932 2.327</td>
</tr>
<tr>
<td>40</td>
<td>TCP 0.967 0.797 0.442 0.025 0.661</td>
<td>1.345 1.934 2.328</td>
</tr>
<tr>
<td>50</td>
<td>TCP 0.970 0.8 0.445 0.026 0.665</td>
<td>1.347 1.936 2.330</td>
</tr>
<tr>
<td></td>
<td>UDP 0.827 0.694 0.409 0.017 0.668</td>
<td>1.349 1.938 2.332</td>
</tr>
<tr>
<td>1-5-TCP</td>
<td>99.83 0.838 0.438 0.024 0.655</td>
<td>1.342 1.932 2.327</td>
</tr>
<tr>
<td>2-5-TCP</td>
<td>99.97 0.847 0.442 0.025 0.661</td>
<td>1.345 1.934 2.328</td>
</tr>
<tr>
<td>3-5-TCP</td>
<td>99.70 0.8 0.445 0.026 0.665</td>
<td>1.347 1.936 2.330</td>
</tr>
<tr>
<td></td>
<td>1-5-UDP 0 0 0 0 0</td>
<td>0.668</td>
</tr>
<tr>
<td></td>
<td>2-5-UDP 0 0 0 0 0</td>
<td>0.665</td>
</tr>
<tr>
<td></td>
<td>3-5-UDP 0 0 0 0 0</td>
<td>0.662</td>
</tr>
</tbody>
</table>

Figure 6.1: Packet Delivery Ratio & Throughput
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### Figure 6.2: Packets Dropped & End to End Delay

![Figure 6.2: Packets Dropped & End to End Delay](image)

**Table 6.2:** Packets Dropped & End to End Delay

<table>
<thead>
<tr>
<th>Jitter Type</th>
<th>Packets Dropped</th>
<th>End to End Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>1-S-TCP</td>
<td>30</td>
<td>90</td>
</tr>
<tr>
<td>1-E-TCP</td>
<td>50</td>
<td>120</td>
</tr>
<tr>
<td>UDP</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>1-S-UDP</td>
<td>50</td>
<td>120</td>
</tr>
<tr>
<td>1-E-UDP</td>
<td>70</td>
<td>150</td>
</tr>
</tbody>
</table>

### Figure 6.3: Jitter

![Figure 6.3: Jitter](image)

**Table 6.3:** Jitter

<table>
<thead>
<tr>
<th>Jitter Type</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP</td>
<td>42.8</td>
</tr>
<tr>
<td>1-S-TCP</td>
<td>62.3</td>
</tr>
<tr>
<td>1-E-TCP</td>
<td>82.8</td>
</tr>
<tr>
<td>UDP</td>
<td>60.6</td>
</tr>
<tr>
<td>1-S-UDP</td>
<td>80.4</td>
</tr>
<tr>
<td>1-E-UDP</td>
<td>101.6</td>
</tr>
</tbody>
</table>

### Figure 6.4: Statistical Evaluation of Packets Dropped-TCP
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**Table 6.4:** Statistical Evaluation of Packets Dropped-TCP

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F-crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rows</td>
<td>1</td>
<td>17347.35</td>
<td>3.189317</td>
<td>4.581077</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Columns</td>
<td>4</td>
<td>1523.84</td>
<td>0.350105</td>
<td>0.2599247</td>
<td>0.8907817</td>
<td>2.259187</td>
</tr>
<tr>
<td>Error</td>
<td>19</td>
<td>3416.55</td>
<td>0.196232</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>3416.55</td>
<td>0.196232</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
</tbody>
</table>

### Figure 6.5: Statistical Evaluation of Packet Delivery Ratio-TCP

![Figure 6.5: Statistical Evaluation of Packet Delivery Ratio-TCP](image)

**Table 6.5:** Statistical Evaluation of Packet Delivery Ratio-TCP

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F-crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rows</td>
<td>1</td>
<td>561780.7</td>
<td>122.9351</td>
<td>112.99225</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Columns</td>
<td>4</td>
<td>331435.2</td>
<td>66286.38</td>
<td>5.968-09</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Error</td>
<td>19</td>
<td>181890.5</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>181890.5</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
</tbody>
</table>

### Figure 6.6: Statistical Evaluation of Packet Delivery Ratio-UDP

![Figure 6.6: Statistical Evaluation of Packet Delivery Ratio-UDP](image)

**Table 6.6:** Statistical Evaluation of Packet Delivery Ratio-UDP

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F-crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rows</td>
<td>1</td>
<td>66286.2</td>
<td>122.9351</td>
<td>112.99225</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Columns</td>
<td>4</td>
<td>32162.4</td>
<td>66286.38</td>
<td>5.968-09</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Error</td>
<td>19</td>
<td>177637.7</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>177637.7</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
</tbody>
</table>

### Figure 6.7: Statistical Evaluation Throughput -TCP
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**Table 6.7:** Statistical Evaluation Throughput -TCP

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F-crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rows</td>
<td>1</td>
<td>82822.4</td>
<td>62.8171</td>
<td>3.459-09</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Columns</td>
<td>4</td>
<td>331435.2</td>
<td>66286.38</td>
<td>5.968-09</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Error</td>
<td>19</td>
<td>181890.5</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>181890.5</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
</tbody>
</table>

### Figure 6.8: Statistical Evaluation Throughput -UDP
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**Table 6.8:** Statistical Evaluation Throughput -UDP

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F-crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rows</td>
<td>1</td>
<td>105423.5</td>
<td>2108.47</td>
<td>3.459-09</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Columns</td>
<td>4</td>
<td>32162.4</td>
<td>66286.38</td>
<td>5.968-09</td>
<td>0.0123288</td>
<td>4.290295</td>
</tr>
<tr>
<td>Error</td>
<td>19</td>
<td>177637.7</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>177637.7</td>
<td>4732.63</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>2.259187</td>
</tr>
</tbody>
</table>
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Figure 6.9: Statistical Evaluation Packets Dropped – UDP

Figures 6.1, depicts the values obtained for the Packet Delivery Ratio & Throughput, Fig 6.2 shows Packets Dropped & End to End Delay values , Fig 6.3 depicts the values of Jitter.

Figures 6.4–6.9 illustrates the statistical evaluation of the QoS metrics for both TCP and UDP, where the F value is greater than the F critical which contradicts the null hypothesis. Hence, it is also proved statistically using the ANOVA STAT tool that there is significant impact of black hole attack on MANET environment as stated above.

Conclusion

In this paper, Impact of Black Hole Attack on AODV in MANET, considering various simulation parameters listed above has been analyzed. This dynamic network, MANET is examined for QoS metrics like packet delivery ratio, average end-to-end delay, normalized routing load, and jitter with varying node densities in the deployed network. The simulation results signify that the performance of network in the presence of black hole attack is predominantly decreasing in packet delivery ratio as the attacker nodes discard all the data packets traversing its path. Jitter increases as the attacker nodes increase congestion in the routes discovered, end to end delay decreases in the presence of attack, as the attacker nodes send RREP message immediately with minimum hop count and maximum sequence number. These changes in metrics conclude that network performance is degraded predominantly in the presence of black hole attack.
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