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Abstract

Data mining in clinical medicine deals with learning models to predict health of patients. The models is used to support clinicians in therapeutic or monitoring tasks. Data mining techniques are usually applied in clinical contexts to analyze retrospective data, thus giving professionals to check large amounts of data routinely collected during their day activity. Moreover, clinicians can take advantage of data mining techniques to deal with the amount of research results obtained by molecular medicine, which may allow transition from population-based to personalized medicine. Logistic regression is used to analyze relationships between a dichotomous dependent variable and metric or dichotomous independent variables.
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1. Introduction

Predictions may range from the simple stratification of the patients’ population on the basis of known risk factors, such as age or lifestyle, to the forecast of the effect that a treatment or drug may have on a single patient. Generally speaking, in a clinical context, predictions may support diagnostic, therapeutic, or monitoring tasks. Diagnosis is related to the classification of patients into disease classes or subclasses on the basis of patients’ data.

Logistic regression is used to analyze relationships between a dichotomous dependent variable and metric or dichotomous independent variables. Logistic regression combines the independent variables to estimate the probability that an event will occur. The variate or value produced by logistic regression is a probability value between 0.0 and 1.0. If the probability for group membership in the modeled group is above some cutoff point (the default is half), the subject is predicted to be a member of the modeled group. If the probability is less than the cut point, the subject is included to be a member of the other group. For any given case, logistic regression computes the probability that a case with a particular set of values for the independent variable is a member of the modeled category.

\[ Y_i = \frac{e^{u}}{1 + e^{u}} \]

where \( Y_i \) is defined as the estimated probability that the \( i \)th case is in a category and \( u \) is the regular linear regression equation.

Feature selection based data mining methods is one of the most important research directions in the fields of machine learning. Especially in recent years, along with the appearance of many high dimension / small sample problems, such as, natural language processing, biological information, economic and financial, network and telecom, and medical data analysis, the study of feature selection once again become the focus of attention. Identifying biomarkers with high sensitivity and specificity for high mortality and morbidity diseases such as UA etc. plays a key role in diagnosis and prognosis for them. Moreover, recent years have seen increasing research interest in biomarker identification is turned from one specific biomarker to biomarker pattern with interactions. We had found that feature selection based data mining methods better fit to investigate syndrome of biological basis. The definition of “Characteristic pattern” was proposed to reduce the gap between “golden index” and biological basis of syndrome.

2. Material and Methods

2.1 Statistical methods to detect metabolites and proteins with significant change

Independent sample t test and analysis of variance

ANOVA was used to detect biomarkers with significant change of concentrations between the disease and control samples. \( P \) value was calculated to measure significance of mean and variance of each biomarker between the two groups. It is noted that a sample with missing value was not included to calculating \( P \) value since arithmetic mean may obliterate the significance of a biomarker.

2.2 Feature selection based data mining methods

We use three kinds of feature selection methods: Filter, Wrapper and Embedded, to carry out a comparison study.
to select biomarkers for the disease. Furthermore, interactions of biomarkers were studied by integrating domain knowledge into feature selection models built via the three data mining methods. k-Fold cross validation was used to evaluate performance of three supervised regression methods. Sensitivity, Specificity and Accuracy were computed and compared for each method to determine a better data mining method.

2.3 Detecting biomarkers with significant difference by t test in statistics

Independent t test was done by SPSS (version 17.0) to detect significantly different metabolites and proteins between UA and control patients. P < 0.05 was considered as of significance.

3. Results

3.1 Comparison study of feature selection methods

We employed three hackneyed performance measures: accuracy, sensitivity and specificity. A distinguished confusion matrix is obtained to calculate the three methods. Confusion matrix is a matrix representation of the classification results. The upper left denotes the number of samples classified as true while they were true (i.e., true positives), and lower right cell denotes the number of samples classified as false while they were actually false (i.e., true false). The other two cells (lower left cell and upper right cell) denote the number of samples wrongly classified. Specifically, the lower left cell denoting the number of samples classified as false while they actually were true (i.e., false negatives), and the upper right cell denoting the number of samples classified as true while they actually were false (i.e., false positives). Once the confusion matrices were constructed, the sensitivity, accuracy, sensitivity and specificity are calculated as:

\[ \text{sensitivity} = \frac{TP}{TP + FN}; \quad \text{specificity} = \frac{TN}{TN + FP}. \]

Accuracy = \( \frac{(TP + TN)(TP + FP + TN + FN)}{\text{where TP, TN, FP and FN denotes true positives(TP), true negatives(TN), false positives(FP) and false negatives(FN), respectively.}} \]

Table 1: Comparison study of three feature selection methods in metabolomics data

<table>
<thead>
<tr>
<th>Methods</th>
<th>Number of metabolites Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter</td>
<td>4 73.81%</td>
</tr>
<tr>
<td>Wrapper</td>
<td>1 71.43%</td>
</tr>
<tr>
<td>Embedded</td>
<td>3 71.43%</td>
</tr>
</tbody>
</table>

Table 2: Comparison study of three feature selection methods in proteomics data

<table>
<thead>
<tr>
<th>Methods</th>
<th>Number of proteins Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter</td>
<td>11 76%</td>
</tr>
<tr>
<td>Wrapper</td>
<td>4 72%</td>
</tr>
<tr>
<td>Embedded</td>
<td>2 76%</td>
</tr>
</tbody>
</table>

From Table 1 and Table 2, it is found that Filter performs better than the other two feature selection methods in metabolomics while Embedded is better in selecting as few as proteins with maximal classification accuracy.

Since C4.5 decision tree was chosen as embedded feature selection method here to compare with the other methods, it can be clearly plotted by using concentration of selected metabolites or proteins.

3.2 A novel feature selection method to choose metabolite and protein biomarkers for UA

We used the variance analysis to choose several proteins with possible significant difference between UA and control and then rank the included metabolites and proteins by F value calculated for them. The classification model was chosen as neural network we used a popular ANN architecture called multi-layer perceptron (MLP) with back-propagation. The MLP is known to be a powerful function approximator for prediction. It is arguably the most commonly used and well studied ANN architecture. So many literatures have reported its good performance in performing classification task.

Conclusion

In this paper, we compared the three types of feature selection based data mining methods, and presented a novel computational strategy to select biomarkers as few as possible for disease. The results show that Wrapper based feature selection methods perform better than Filter and Embedded methods. Based on this, we presented a novel feature selection by combing t test and classification data mining method to select 6 proteins with 96% prediction accuracy and 5 metabolites with 81% prediction accuracy. The strategy presented here contributes significantly to understand the pathology of UA. The paper presented a novel research avenue for investigating biological basis of syndrome. Logistic regression is a type of multivariable analysis used with increasing frequency in the health sciences because of its ability to model dichotomous outcomes. Proper use of this powerful and sophisticated modeling technique requires considerable care both in the specification of the form of the model and in the calculation and interpretation of the model’s coefficients. The criteria considered in this article can affect the regression coefficients, in different ways and at different stages of the model-building process. Although many parts of the process have been effectively automated, the authority of the final model depends on the attempts by investigators to rule out sources of bias or inaccuracy toward which each of the criteria contributes.
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