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Abstract 

  

Now a day’s numbers of documents on Internet are increasing. Many traditional searching techniques may not return 

most accurate results in some cases. This can overcome by considering context of document i.e. content profile. In this 

paper we have proposed a system which tries to address this issue with novel method of content profiling. Proposed 

system is using Naïve Bayes text classifier and Apriori association rule to build content profile. This system accepts 

document from users and reply with set of similar documents based on context of document. Here we are considering 

document context of both input document and stored documents. This gives system where searching can also be done 

without using keywords.Content profile: Set of simple sentences that capture essence of document. 

 

Keywords: Clustering, classification, association rules, Feature extraction or construction, Information storage and 

retrieval, Content Analysis and Indexing, Information Search and Retrieval. 

 

 

1. Introduction 
 

1
 Because of mobility & advancements in network access 

technology of mobile device, that is widely used to access 

network. Many Advanced technologies are used to access 

documents from the network e.g. Wi-Fi, 3G, 2G, GPRS. 

Mobile devices have several limitations such as short 

battery life, less memory space and processing speed, less 

connection stability because of moving device. Because of 

these limitations it is necessary to improve document 

access and response process. As enormous amount of 

unstructured data is available on web sites. Retrieving 

relevant data from such a huge store is challenging task. 

Many of traditional document access techniques use only 

keywords. Which may not returns most accurate results in 

some cases. Because they don’t consider context of 

document i.e. content profile.  

 We must look beyond the text in the document. The 

words that surround term help us understanding their 

content profile or the situation in which that specific term 

is being used. Many techniques are available for text data 

classification. We use Naïve Bayes classifier to classify 

the document at first level. We then find content profile by 

using Apriori based association rule mining to find words 

which occurs together. Last stage is reply document 

profile with rank. Ranking is based on closeness of 

document with query document. We are using cosine 

similarity formula to find closeness within document. Here 

we are maintaining user profile which is mapped with 

document profile. To give right user a right document 

(Goyal, P.et al, 2013), (Kulkarni A. R. et al., 2012),(F. Liu 

et al,  2004). 

                                                           
*Corresponding author: AshwiniDhanne 

Our proposed system considers two cases. The first case is 

user inputs keyword, system reply document. The second 

case is user having a document and wants similar 

documents. User input document as a query and system 

gives similar set of documents as a reply. The system 

should select a certain amount of words as a query for 

searching a document. It is for two reasons, one is to 

reduce computational cost, and the other is that the 

unimportant words will degrade the similarity score. For 

query document, system performs indexing of query 

document, then selects frequent terms as a query. System 

refers to document context and user profile context while 

replying to user. 

 

2. Related Work 
 

2.1 Document Indexing 

 

It is the activity of mapping document Di into compact 

representation of its content. Indexing can be directly 

interpreted by classifier building algorithm and by 

classifier. In indexing, text djis represented by vector of 

term weights, 

 

dj={w1j,......wTj} 

 

Here T is dictionary i.e. set of Terms(also known as 

features) that occur at least ones in at least k documents 

and 0 ≤ wkj ≤ 1 quantifies the importance of tk in 

characterizing the semantics of dj . Typical values of k are 

between 1 and 5. An Indexing method is characterized by 

Term and the method which is used to compute Term 

weights. To select term in document is to identify words 

occurring in document (without stop words which are 
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removed in preprocessing). Stems i.e. morphological roots 

can be obtained by applying stemming algorithm(Frakeset 

al, 1992). Term weights can be either binary wkj={0,1} or 

real valued w=0 ≤ wkj ≤ 1, depending on whether 

classifier and classifier building input type. When weights 

are binary it indicates presence/absence of term in 

document. When weights are real values they are 

calculated by either statistical or probalistic techniques 

(Deboleet al,2003). Dimensionality reduction is done by 

feature selection techniques like mutual information (aka 

information gain) (Lewis D.D. et al,1994), chi square 

(Yang et al, 1997), or gain ration (Zobelet al, 1998), or 

feature extraction technique ,such as latent semantic 

indexing (Wiener E.D et al, 1995; Sch¨utze H et al, 1995) 

or term clustering(Lewis et al, 1992). Paper  (Baker L.D et 

al, 1998 ; Bekkermanet al, 2001; Slonimet al, 2001) uses 

supervised term clustering techniques. Dynamic Inverted 

indexing technique is used for document indexing (Maxim 

Martynovet al, 1996)  

 
2.2 Document Context or Document Content Profile 

 
Context is information that characterizes event. Here 

document context gives abstract representation of 

document. The main goal of document context is to 

present main ideas in document/set of documents in short 

and readable paragraph. Lexical association is used on 

Bernoulli model of randomness, which gives context 

sensitive weight to document terms (PrathimaMadadi 

UNLV Theses/Dissertations/Professional 

Papers/Capstones). (Goyalet al. 2013) apriori algorithms 

frequent item set generation algorithm is used to find 

document context. (Kulkarni A. R. et al., 2012) Document 

context is generated using Naïve Bayes and Apriori 

association algorithm which gives result to extent.  

 

2.3 User Profile Context 

 

Traditional document retrieval model uses only user query 

relation information. It means that user information need is 

completely represented by user’s query. But when same 

query is submitted by different users, search engine returns 

same result regardless of who submitted the query. This 

may not be suitable for users with different information 

needs. To overcome such problems, many recent works 

use user’s profile features in order to re-rank document 

(Speretta S et al, 2004; Lewis D.D. et al,1994), to refine 

query (Goyal, P et al,2013) or to adapt the relevance 

function (J.P McGowanet al ,2003; T. Haveliwalaet 

al,2002; F. Qiuet al, 2006). 

 Speretta, S. et al.,(Speretta, S. et al, 2004)  proposed to 

model user’s interests as weighted concept hierarchies 

extracted from user’s search history. F. Liu et al., (F. Liu 

et al, 2004) user profiles are used to represent user’s 

interests. A user profile consists of set of categories, and 

for each category, there is a set of weighted terms. Web 

Personae (J.P McGowanet al ,2003) is a browsing and 

searching assistant based on web usage mining. Recently, 

extensions of the Page Rank algorithm (F. Qiuet al, 2006; 

 T. Haveliwalaet al,2002) have been proposed. This 

algorithm computes multiple scores, instead of just one, 

for each page, one for each topic listed in the Open 

Directory. W. NesrineZemrliet al., (W. NesrineZemirliet 

al, 2006) proposed the approach that integrates the user’s 

long-term interests into a unified model of query 

evaluation. 

 

2.4 Document Ranking  

 

Luhn, H. P (Luhn, H. P. et al, 1957) proposed a statistical 

approach to search literary information. Maron and Kuhns 

(1960) went much further by suggesting how to actually 

weight terms, including some small-scale experiments in 

term-weighting.  

 

2.4.1 Vector Space Model 

 

Sample document and query can be envisioned as an n-

dimensional vector space, where n corresponds to the 

number of unique terms in the data set. A vector matching 

operation, based on the cosine correlation used to measure 

the cosine of the angle between vectors, can then be used 

to compute the similarity between a document and a 

query, and documents can be ranked based on that 

similarity. 

similarity (dj,qk)= 
∑            
 
   

 ∑     
  

    ∑     
  

   

 

where 

tdij = thei
th

term in the vector for document j  

tqik= the i
th

term in the vector for query k 

n = the number of unique terms in the data set 

 

2.4.2. Probalistic Model 

 

The major probabilistic model in use today was developed 

by Robertson and Sparck Jones (1976). This model is 

based on   the premise that terms that appear in previously 

retrieved relevant documents for a given query should be 

given a higher weight than if they had not appeared in 

those relevant documents.  In particular, they presented the 

following table showing the distribution of term t in 

relevant and non relevant documents for query q. 
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They then use this table to derive four formulas that reflect 

the relative distribution of terms in the relevant and non 

relevant documents, and propose that these formulas be 

used for term-weighting (the logs are related to actual use 

of the formulas in term-weighting).  

 

2.5 Document Classification 

 

To retrieve documents effectively it is necessary that 

document should be properly classified.  For proper 

classification it is necessary to select effective 

classification method. There are many classification 

methods are in use they are Decision tree categorization, 

Rule based categorization, Neural networks, Support 

vector machine, Bayesian categorization are described 

below. 

 

2.5.1 Decision tree categorization  

 

Decision tree (H. Schutzeet al, 1995) uses hierarchical 

structure for document classification. Each vertex of 

decision tree gives the attribute and edges of tree 

correspond to attribute condition. Leaf node assigns 

classification. Starting from root node, it searches for 

proper attribute to traverse tree till to get class. The 

division of the data space is performed recursively in the 

decision tree, until the leaf nodes contain a certain 

minimum number of records, or some conditions on class 

purity.  

 Most of the decision tree implementations in the text 

literature tend to be small variations on standard packages 

such as ID3 and C4.5, in order to adapt the model to text 

classification. 

 

2.5.2 Rule based categorization 

 

In rule-based classifiers (B. Liu et al, 1998), data space is 

modeled with set of rules, in which the left hand side is a 

condition on the underlying feature set, and the right hand 

side is class label. The rule set is model which is generated 

from training data. For given test data sets of rules are 

determined for which test instance satisfies the condition 

on left hand side of rule. Then predicted class labels are 

determines as function of class labels of rules which are 

satisfied by test instance. In its most general form, the left 

hand side of the rule is a Boolean condition, which is 

expressed in Disjunctive Normal Form (DNF). 

 

2.5.3 Neural Network 

 

The basic unit in a neural network is a neuron or unit. 

Each unit receives a set of inputs, which are denoted by 

the vector Xi, which are the term frequencies in the ith 

document. Each neuron is also associated with a set of 

weights A, which are used in order to compute a function 

f(·) of its inputs. A typical function which is often used in 

the neural network is the linear function as follows: 

 
pi= A · Xi  

 
Thus, for a vector Xi drawn from a lexicon of d words, the  

weight vector A should also contain d elements. Now 

consider a binary classification problem, in which all 

labels are drawn from {+1,−1}. We assume that the class 

label of Xi is denoted by yi. In that case, the sign of the 

predicted function pi yields the class label. A number of 

implementations of neural network methods for text data 

have been studied in (I. Dagan et al, 1997; N. Littlestoneet 

al, 1988; H. T. Ng et al, 1997; H. Schutzeet al, 1995; E. 

Wiener et al, 1995). 

 

2.5.4 Support Vector Machine 

 

Support-vector machines were first proposed  (C. Cortes et 

al, 1995; V. Vapniket al, 1982) for numerical data. The 

main principle of SVMs is to determine separators in the 

search space which can best separate the different classes. 

It has been noted in (T. Joachimset al, 1997) that text data 

is ideally suited for SVM classification because of the 

sparse high-dimensional nature of text, in which few 

features are irrelevant, but they tend to be correlated with 

one another and generally organized into linearly 

separable categories. The SVM classifier has also been 

shown to be useful in large scale scenarios in which a 

large amount of unlabeled data and a small amount of 

labeled data is available (Luhn, H. P. et al, 1957). 

 

2.5.5Bayesian categorization 

 

Text document classification widely uses Naive Bayes 

classifier due to its ease of use and accuracy. Naïve Bayes 

classifier uses Bayes theorem (Kulkarni, A.R et al, 2012). 

The probability that a test document td belongs to class C 

is given by 

 

    ⁄  =   
       ⁄       

    
  

 

The above equation presents the Bayes Theorem which is 

used to classify the document.In the equation above , 

 

C : Classes to which the document belong 

D: Set of documents {d1,d2,………,dn} 

If  P(D) is same for all classes then it is ignored 

But D={X1,X2,…..,Xn} where n number of features or 

terms in case of document. 

Thus P(D|C) is written as, 

P(X1|C)*P(X2|C)*…*P(Xn|C) 

 

Thus P(C|D)= 


n

i

CXiPCP
1

)|()(  

All of these documents should be preprocessed before 

applying classification. It will remove all raw data from 

documents. For other than text documents metadata is 

used to retrieve contexts. 

 

2.6 Term Association Techniques 

 

To deriving context of document it is necessary to identify 

relation between terms of document. This relation can be 

found by using association techniques. There are two 

methods are available to find the association between the 

terms. 
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2.6.1Apriori Association 

 

2.6.2 FP growth 

 

2.6.1 Apriori Association  

 

This technique is used to find out frequent terms and find 

out the relation/association between them. This technique 

generates candidate key, based on candidate key it 

performs join operation of candidate key with itself. 

Likewise in next it again generates next candidate key and 

performs join operation. This process continues till it gets 

final associated frequent terms. Here in this paper our 

proposed system using apriori association rules. This 

found to give accurate context. 

 

2.6.2 FP growth 

  

This association technique scans the database in two 

passes and don’t generate candidate key. This requires less 

memory as compare to Apriori. But complexity is more as 

compare to Apriori Association. Here in this proposed 

system is considering only two dimensions i.e. sentence 

number and terms in sentenced. It is found that using 

Apriori gives satisfactory results without memory 

overhead problem. 

 

3. Proposed System 

 

The proposed system consists of two models. Query 

generation model which determines what words in a 

document might be more favorable to use in a query; and 

document searching model, which evaluates the similarity 

between a given query and each document in the target 

document set. The system creates context of query 

document and searches for similar document context 

stored on system. 

 

A. Query Generation model 

 

Step I. Document Indexing  

 

In document indexing tf*idf is calculated. In indexing, text 

djis represented by as vector of term weights , 

dj={w1j,......wTj} 

Here T is dictionary i.e. set of Terms(also known as 

features) that occur at least ones in at least k documents 

and 0 ≤ wkj ≤ 1 quantifies the importance of tk in 

characterizing the semantics of dj . 

 

Step II. Document Classification  

 

Naïve Bayes Classifier, 

    ⁄  = 
       ⁄       

    
 

C : Classes to which the document belong 

D: Set of documents {d1,d2,………,dn} 

 

If P(D) is same for all classes then it is ignored 

But D={X1,X2,…..,Xn} where n number of features or 

terms in case of document. 

 

Thus P(D|C) is written as, 

P(X1|C)*P(X2|C)*…*P(Xn|C) 

Thus P(C|D)= 


n

i

CXiPCP
1

)|()(  

Step III.Document Context 

 

Apriori association algorithm used to find frequent terms. 

Apriori association rule is used to set rule on frequent 

terms. Apriori association rule results in document 

context. 

Dm={t1=W1
m
,t2=W2

m
,...,ti

m
=Wi

m
,...,tn

m
=Wn

m
} 

St={[(Wi,Wj,Wk):C1],[(Wp,Wq,Wr):C2],...} 

Strepresents set of associated words in class which 

determine context of documents. 

 

B. Document Searching Model 

 

Here first stored documents are processed as follows: 

 

Step I. Document Indexing  

  

In document indexing tf*idf is calculated. In indexing, text 

djis represented by as vector of term weights , 

dj={w1j,......wTj} 

 

Here T is dictionary i.e. set of Terms(also known as 

features) that occur at least ones in at least k documents 

and 0 ≤ wkj ≤ 1 quantifies the importance of tk in 

characterizing the semantics of dj . 

 

Step II. Document Classification  

 

Naïve Bayes Classifier, 

    ⁄  = 
       ⁄       

    
 

C : Classes to which the document belong 

D: Set of documents {d1,d2,………,dn} 

If P(D) is same for all classes then it is ignored 

But D={X1,X2,…..,Xn} where n number of features or 

terms in case of document. 

Thus P(D|C) is written as, 

P(X1|C)*P(X2|C)*…*P(Xn|C) 

Thus P(C|D)= 


n

i

CXiPCP
1

)|()(  

Step III. Document Context 

 

Apriori association algorithm used to find frequent terms. 

Apriori association rule is used to set rule on frequent 

terms. Apriori association rule results in document 

context. 

 

Dm={t1=W1
m
,t2=W2

m
,...,ti

m
=Wi

m
,...,tn

m
=Wn

m
} 

St={[(Wi,Wj,Wk):C1],[(Wp,Wq,Wr):C2],...} 

Strepresents set of associated words in class which 

determine context of documents. 

 

Step IV. Context Matching 

 

Here context from first model is compared with contexts 

from second model to find out similar document context. 

Document Ranking:Query Document contexts and stored 

document context are stored in Vector Space model. 
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Cosine similarity formula is used to give set of closely 

similar context. 

similarity (dj,qk)= 
∑            
 
   

 ∑     
  

    ∑     
  

   

 

where 

tdij = thei
th

term in the vector for document j 

tqik= the i
th

term in the vector for query k 

n = the number of unique terms in the data set 

 

4. Architecture of Proposed System 

 

Following figure describes proposed system. 

 
 

Figure 1: Proposed System 

 

5. Results 

 

Here we used this paper as test document to bring out its 

context. We selected terms from the document by 

excluding stop words like “the”, “for”, “it” etc. Remaining 

terms are used to carry out association between them, 

which resulting into context. Following table shows set of 

associated terms and the resulting context of test 

document. 
 

Table1Associated Terms with context 

 
Associated Terms Context 

document, context, 

documents, set, 

text, query, term, used, 

data, model, 

information, classification, 

profile, user, pp ,indexing, 

vector, categorization, rule, 

words, acm, association, 

retrieval, opposed, conference, 

apriori, proceedings, number, 

content, based ,classifier 

document context 

apriori association 

association rule 

text categorization 

content profile 

information 

retrieval 

 

The above result in a table gives context of document. The 

context above gives essence of document. By referring to 

context we get knowledge about document 

Conclusion 
 

Only considering keyword does not handle the issue of 

document search. Finding interrelation and association 

between keywords brings out the context of document. 

This paper using Apriori association helps to find out 

association. Complexity is less as compared to FP Growth 

Association technique. This same method can be further 

extend to larger dataset and can use multilevel association.  
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