Face Recognition using Neural Network & Principal Component Analysis
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Abstract

The Human face image is contexture multidimensional point of perception version and by developing computational version for face recollection is rigid. The paper presents two methods for face identification, feature extraction is first method and classification is the second method. The classification is based on the Neural Network and feature is extraction is by Principal Component Analysis. The relevant information can be extracted by using the Eigenfaces, which are tenacious for face recognition. For face image identification the Eigenface image recognition the Eigen face perspective uses Principal Component Analysis (PCA) algorithm. The proposed system tested on 165 images from Yale face database. Test results gave a recognition rate above the 97%.
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1. Introduction

A face recognition system is a computer perception and it automatically recognizes a human face image from the face image available in the database. The face recognition is a technique manipulates on intensity and the face images are used by human beings for the purpose of personal identification. The facial images are convoluted objects with characteristics that can vary over time. The human beings have efficiency to identify the face images and identity of human at the encouragement of the second. This paper is presents face recognition based on Neural Network and Principal Component Analysis based algorithm for consistent and difficult face recognition.

2. Related Work

The face recognition is by two standards, the Principal Component Analysis and Neural Network. The three main phases for the face recognition are preprocessing, dimensionality reduction and classification.

<table>
<thead>
<tr>
<th>Pre-processing Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensionality Reduction Phase</td>
</tr>
<tr>
<td>Classification Phase</td>
</tr>
</tbody>
</table>

Fig.1 Phases for Face Recognition

The feature extraction is by the Principal Component Analysis for three main reasons- to reduce data handling time, to extract the features from the data and to release redundancy.

2.1 Principal Component Analysis

The Principal Component Analysis or PCA is used to obtain the features from very high degree quality image of human face which is directed at the front. All the training
structures of same size and ingredients are narrated as the basic face image database. The Yale face database used for the face recognition purpose.

The restricted face can be economically represented along the eigenfaces coordinate space and with near approach to perfection converted using a small assembly of eigenfaces. The human face is motivated to separate face templates called eigenfaces which can be considered as a bunch of features that to inscribe the difference between face images. Once a set of Eigenface is calculated, a face image can be with near to approach perfection reconstructed using a weighted combination of the Eigen-faces. The impulsion weights form a feature vector for face depiction and identification. The well ordered distribution is then explained by distinguishing the distances between the weight vectors of the input image and the face images from the database.

All the Eigen-faces calculated from the original images, one can reassemble the original image from the Eigen-faces so that it matches the original image precisely.

2.2 Recognition Method

Principal Component Analysis applied directly to face images with Euclidian distance as a classification measure, as shown in figure bellow. The correlation matrix was computed from 8 training faces and for classification first 8 eigenvectors of the correlation matrix are used above 96% of test faces was recognized successfully. This result corresponds to method as shown in figure bellow.

![Recognition Method](Fig.2.jpg)

**Fig.2 Recognition Method**

2.3 Neural Network

The Neural Network based face recognition approaches include the use of convolutional Neural Networks, radial basis neural networks, and other types of Neural Networks. All of these focus on recognition performance leading to complex learning algorithms and non-linear neurons. In several of these works, the Neural Networks act as classifiers. Separate feature extraction algorithms extract relevant features that are fed to the Neural Network classifiers. The complexity of learning algorithms and feature extraction algorithms make the existing Neural Network-based face recognition methods inefficient for hardware mapping.

For the effective performance of feed forward neural network it is essential for the suitable selection of the parameters used for training. The initial weight will impact whether the net attains global or local minima of the error and if so how rapidly it intersects. To get the best result the initial weights are set to random numbers between -1 and 1. The reason for applying Neural Network is to accomplish a balance between memorization and generalization. The weight appearances are based on training models. Since error for the validation falling off training continues. Each time the error commences to increase, the net is starting to remember the training models. The main benefit of this algorithm is that it can recognize the input image as a face image or non face image and then identity the given input image. Thus the feed forward neural network classifies the input face as recognized face.

2.4 Yale Face Database

The Yale face database used, it contains 165 grayscale images in GIF format of 15 individuals. There are 11 images per subject, one per different facial expression or configuration: center-light, w/glasses, happy, left-right, w/no glasses, normal, right-left, sad, sleepy, surprised, and wink.

![Sample of Yale Face Database](Fig.3.jpg)

**Fig.3 Sample of Yale Face Database**

3. Proposed System

1) The first step of the proposed system is preparation of data and training set.
2) All the images remodelled in to Eigenfaces
3) The calculation of the Eigenfaces for the images present in the data set and stored in the set
4) The calculation of covariance matrix, the eigenvectors and Eigen values are derived from the covariance matrix
5) Select the Principal components
6) Classification of image using Neural Network

3. Results

The Yale database is used for experimentation, it consists of 165 gray scale images and a sample database is shown in figure 3. The calculated Eigenfaces are shown in figure 4.

**Table 1 Experimental Results**

<table>
<thead>
<tr>
<th>S. No</th>
<th>Techniques</th>
<th>Recognition Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PCA</td>
<td>85.45</td>
</tr>
<tr>
<td>2</td>
<td>PCA with Neural Network</td>
<td>98.18</td>
</tr>
</tbody>
</table>
The above Table 1 shows Principal Component Analysis with Neural Network is comparatively better as per Principal Component Analysis. The recognition ratio using Principal Component Analysis with neural Network is 98.18%.

Conclusions

The paper presents a face recognition approach using PCA with Neural Network techniques. The different face expression can be recognized using proposed system. The result is compared with PCA and proposed technique gives best recognition rate then the other. The recognition rate using Principal Component Analysis is 85.45% and the recognition rate with proposed system is 98.18%.
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