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Abstract 

  

Recognition-by-components is a theory of object recognition that accounts for the successful identification of objects 

despite changes in the size or orientation of the image. RBC explains how moderately degraded images, as well as novel 

examples of objects, are successfully recognized by the visual system This paper describes a general method for building 

cascade classifiers from part-based deformable models such as pictorial structures. This paper focuses primarily on the 

case of star-structured models and show how a simple algorithm based on partial hypothesis pruning can speed up 

object detection by more than one order of magnitude without sacrificing detection accuracy. It based on two algorithms; 

the cascade variant dynamic programming algorithm fills values in DP tables and training algorithm for the thresholds 

used in the cascade. 
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1. Introduction 

 
1
 Videos are actually sequences of images, each of which 

called a frame, displayed in fast enough frequency so that 

human eyes can percept the continuity of its content. It is 

obvious that all image processing techniques can be 

applied to individual frames. Besides, the contents of two 

consecutive frames are usually closely related. Visual 

content can be modeled as a hierarchy of abstractions. At 

the first level are the raw pixels with color or brightness 

information. Further processing yields features such as 

edges, corners, lines, curves, and color regions. A higher 

abstraction layer may combine and interpret these features 

as objects and their attributes.  

        Object detection from a video stream is one of the 

essential tasks in video processing, understanding, and 

object-based video encoding (e.g., MPEG4).An commonly 

used approach to extract foreground objects from the 

image sequence is through background suppression, or 

background subtraction and its variants (M. Everingham, 

L. Van Gool, C. K. I.Williams, J.Winn, and A. Zisserman 

et al,2009)  when the video is grabbed from a stationary 

camera. These techniques have been widely used in real-

time video processing. However, the task becomes 

difficult when the background contains shadows and 

moving objects, e.g., wavering tree branches and moving 

escalators, and undergoes various changes, such as 

illumination changes and moved objects. 

       Video object detection is the process of locating a 

moving object (or multiple objects) over time using a 

camera. It has a variety of uses, some of which are  

human-computer interaction, security and surveillance, 
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video communication and compression, augmented reality, 

traffic control, medical imaging and video editing tracking 

can be a time consuming process due to the amount of data 

that is contained in video. dding further to the complexity 

is the possible need to use object recognition techniques 

for tracking. 

        Many methods have been proposed for real-time 

foreground object detection from video sequences. 

However, most of them were developed under the 

assumption that the background consists of stationary 

objects whose colour or intensity may change gradually 

over time. The simplest way is to smooth the colour of a 

background pixel with an Infinite Impulse Response (IIR) 

or a Kalman filter through real-time video. A better way to 

tolerate the background variation in the video is to employ 

a Gaussian function that describes the color distribution of 

each pixel belonging to a stable background object 

               In this paper we describe an object detection 

system for video that represents highly variable objects 

using mixtures of multiscale deformable part models i.e. 

we describe a method for building part-based deformable 

models in a cascades for such as pictorial structures. We 

focus primarily on the case of star-structured models due 

to their recent strong performance on difficult benchmarks 

such as the PASCAL datasets (P. Felzenszwalb, R. 

Girshick, D. McAllester, and D. Ramanan et al,2008; P. 

Felzenszwalb, R. Girshick, D. McAllester, and D. 

Ramanan et al,2009).This algorithm leads to a detection 

method over 20 times faster than the standard detection 

algorithm, which is based on dynamic programming and 

generalized distance transforms, without sacrificing 

detection accuracy. As described in (P. Felzenszwalb, R. 

Girshick, D. McAllester, and D. Ramanan et al,2008; P. 

Felzenszwalb, R. Girshick, D. McAllester, and D. 
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Ramanan et al,2009), detection with a deformable part 

model can be done by considering all possible locations of 

a distinguished “root” part and, for each of those, finding 

the best configuration of the remaining parts. (  N. Dalal 

and B. Triggs et al,2005) 

            Deformable part models such as pictorial structures 

provide a well-designed framework for object detection. 

Pictorial structures represent objects by a collection of 

parts arranged in a deformable configuration. Each part 

captures local appearance properties of an object while the 

deformable configuration is characterized by spring-like 

connections between certain pairs of parts. 

(H.Schneiderman et al ,2004; N. Dalal and B. Triggs et 

al,2005) 

 

2. Overview of proposed Scheme 

 

In our proposed approach we first take the video as an 

input we are converting this input in the form of image. 

i.e. considering frame. Fig.1 shows the proposed system 

architecture. Next, we follow the work in to build the star 

model of an object. In which one of the parts of the object 

is chosen as the landmark part, and the location of any 

other part is only dependent on that of the landmark. 

Object detection with a deformable part model can be 

done by considering all possible locations of a 

distinguished “root” part and, for each of those, finding the 

best configuration of the remaining parts i.e. determination 

of threshold for each part.  

        We then apply these thresholds over an input image 

which passes the values over a specific threshold, and then 

the object detection algorithm is applied to get a set of 

detected objects which can be filtered out to get output 

with output parameters such as speedup factor, PSNR, 

precision and recall rate. and then perform the same steps 

for object detection. Steps will be described in detail in the 

following sections. 

 

 

 

 

 

Input                                                                      Detected  

                                                                                 object      

Fig.1 Overview of the proposed scheme. 

3. Creation of Star Model 

 

We follow the work in (P. Felzenszwalb and D. 

McAllester et al,2010)  to represent an input image as a 

star model. In the star model, shown in Fig. 3, one of the 

parts of the object is chosen as the landmark part, and the 

location of any other part is only dependent on that of the 

landmark 

 

Fig 2 Example of Star model for input image. 

Let M be a model with a v0  as a  root  and n additional  

parts i. e. v1,..........., vn.  

         Let Ω be a space of locations for each part e.g. ω ε Ω 

could specify a position and scale. Let mi(ω) be the score 

for placing vi in location ω and it depends on the image 

data. let ai(ω) specify the ideal location for vi as a function 

of the root location. Let ∆ be a space of displacements, and 

let ●: Ω X ∆→ Ω be a binary operation taking a location 

and a displacement to a “displaced location.” Let di (δ) 

specifies a deformation cost for a displacement of vi from 

its ideal location relative to the root.The score of a 

configuration is the sum of the scores of the parts at their 

locations minus deformation costs associated with each 

displacement and an overall score for a root location based 

on the maximum score of a configuration rooted at that 

location.     

                                                n 

SCORE(ω,δ1 ,…, δn ) = m0(ω)+∑ mi(ai(ω)● δi)- di (δi)      (1) 

                                                i=1 

We can define an overall score for a root location based 

on the maximum score of a configuration rooted at that 

location. In a star model each part is only attached to the 

root, so the score can be factored as follows. 

di (δ) 

                                   n 

SCORE(ω) = m0(ω)+∑ SCOREi(ai(ω))                           (2) 

                                  i=1 

 

 SCOREi(η)=max(mi(η●δi ) )- di (δi)                                (3) 

                     δi ε∆ 

 

Here SCOREi(η )is the maximum, over displacements of 

the part from its ideal location, of the part score minus the 

deformation cost associated with the displacement. 

 

4. Threshold Calculation 
 

Here we describe an algorithm for calculation of threshold 

i.e. T which can be used to find the cascaded threshold and 

probable objects in an image. To select pruning thresholds, 

we introduce the notion of probably approximately 

admissible (PAA) thresholds have a low error with high 

probability. This leads to a simple method for picking safe 

and effective thresholds. The thresholds are safe because 

they have low error with high probability and lead to a fast 

cascade with significant pruning. After threshold 

calculation we describe a cascade algorithm for star 

models that uses a sequence of thresholds used for 

detection in terms of subsets of parts as  

 

SCORE(ω) ≥ T              (4) 

 

By evaluating parts in a sequential order we can avoid 

evaluating the appearance model for most parts almost 

everywhere.  

 

5. Object Detection 
 

A popular approach for object detection involves reducing 

the problem to binary classification. However, testing all 

points in the search space with anon trivial classifier can 
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be very slow. An effective method for addressing this 

problem involves applying a cascade of simple tests to 

each hypothesized object location to eliminate most of 

them very quickly (Everingham, L. Van Gool, C. K. 

I.Williams, J.Winn, and A. Zisserman et al,2009; P. 

Felzenszwalb and D. Huttenlocher et al,2005) Another 

line of research, separate from cascade classifiers, uses 

part-based deformable models for detection. There has 

been significant success in algorithmic methods for 

searching over these large hypothesis spaces, including 

methods that are “asymptotically optimal” for tree-

structured models (  N. Dalal and B. Triggs et al,2005). 

 

6. Implementation 

 

In this, we describe the algorithm for object detection. 

 

 
 

Fig.3 Flowchart  

6.1 Development environment 

In this paper we are considering two algorithms; such as 

star algorithm and training algorithm for the thresholds 

used in the cascade.  

6.2 Frame difference Calculation: 

Frame difference calculates the difference between 2 

frames at every pixel position and store the absolute 

difference. It is used to visualize the moving objects in a 

sequence of frames. It takes very less memory for 

performing the calculation. Let us consider an example, if 

we take a sequence of frames, the present frame and the 

next frame are taken into consideration at every 

calculation and the frames are shifted (after calculation the 

next frame becomes present frame and the frame that 

comes in sequence becomes next frame). Figure 2 shows 

the frame difference between 2 frames.  

 
 

Fig.4 Flowchart of Frame Difference 

6.3 Determination of threshold 

Thresholding of images is a very important idea in image 

processing. It has applications in wide variety of fields 

such as segmentation, motion detection, blob detection etc. 

Thresholds are typically applied to grayscale images. 

Threshold selection involves choosing a gray value „t‟ 

such that all gray levels greater than „t‟ are mapped into 

the “object” label while all other gray levels are mapped 

into the “background” label   

Steps: 

(i) Find the gray levels in the image 

(ii)  Divide the image into NxN blocks, and then find 

the mean values for the block 

(iii)  From these mean values apply the star algorithm 

and then find the thresholds 

(iv) Store these thresholds in a file for every image, 

and then apply these thresholds to an input image 

to get the objects in the image. 
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Fig 5 Graph showing output parameters: (a)Average threshold Vs Speedup factor  (b)Average threshold Vs PSNR. 

6.4 Application of threshold 

After the calculation of threshold for each part as we 

are considering the deformable part model i.e. 

pictorial structure we have to apply threshold over an 

input image which gives cascaded threshold image.  

Steps: 

 

1) Decide starting and end point of threshold and 

generate threshold file, 

2) Read the image file 

3) Convert the image from RGB to GRAYSCALE 

image 

4) Resize the image. 

5) Apply threshold on file .Check image values i.e. 

between threshold or not i.e. score (w) ≥ T. a) If  yes-

then pass the image 

        b) Else -make it zero. 

        (ix) Resize the image. 

6)    Display Cascaded threshold image 

The thresholds„T‟ automatically given an input image to 

classify 2 different labels in the image – an object and a 

background. Hence the output image can be represented as  

a binary image of 0 and 1 (black and white) to differentiate 

between the 2 labels. 

6.5 Object Map Creation  

After the determination of cascaded threshold image next 

step includes creation of object map which represents 

boundary and location of an object in an image .For that 

we have to initialize certain parameters such as: open 

Border Cut which decides to cut object boundary, Border 

Cut Value can be used to cut the object boundary but for 

sharp and overlap cutting smoothing value is used. These 

can be used to represents Hyper complex representation 

which gives object in terms of part. 

         For each part we have to find input feature map 

which gives components in horizontal. Vertical and in 

diagonal which can be used to gives hyper complex 

representation which can be filtered out for combining 

each part by using Gaussian filter. We choose the 

Gaussian filter due to its desirable characteristics i.e. its 

step response contains absolutely no overshoot, uses a 

different kernel that represents the shape of a Gaussian 

distribution, separable Gaussian functions. 

 

6.6 Detected object 

      

After the determination of object map we have to represent 

this map in RGB which represents detected objects in an 

image in colored form. 
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6.7 Output parameters 

 

We are calculating speedup factor, PSNR. 

6.7.1 Speedup factor 

 

Speedup is defined by the following formula: 

Sp=Time2/Time1              (5) 

Where, Time1 is starting time for object detection. 

             Time2 is ending time for object detection 

 

6.7.2 PSNR  

 

Comparing restoration results requires a measure of image 

quality.. Given a noise-free m×n monochrome image I and 

its noisy approximation K, MSE is defined as:                              

                       m-1  n-1  

 MSE  = 1/mn ∑  ∑   [ I (i,j) – K (i , j)]
2
           (6)  

                     i=0   j=0  

 

The PSNR is defined as:  

 

PSNR=10 log 10(MAX
2
 1/MSE)  

          = 20 log 10 (MAX 1/MSE)  

          = 20 log 10 (MAX 1) – 10 log 10(MSE)      (7)  

 

Here, MAXI is the maximum possible pixel value of the 

image. 

 

7. Results 

7.1 Values of Threshold  for Video 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

7.2 Object map and Detected Object for Video 
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