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Abstract 

  

This Paper basically focuses on the analysis and synthesis of the speech signal which takes reference from the speech 

coding technique of Conjugate-Structure Algebraic Code Excited Linear Prediction (CS-ACELP) and also the concept of 

vector quantization. The proposed technique analyses the variation in weighted speech by the changes in the weight 

factor and also by implementing it with and without vector quantization.  This algorithm is based on CELP coding 

technique which works on analysis by synthesis principle with the frame size of 80 samples (10 ms). Steganography is 

implemented in the LSB of the input cover speech which contributes to the high frequency component of the cover speech. 

The weighted speech signal is generated using both quantized and unquantized LP parameters, which is being tested on 

various grounds to basically observe and analyze its overall performance. At the end an analytic comparison between the 

original and the weighted speech signal both subjectively as well as objectively is done. The values of the two weight 

factors produce a considerable change in the weighted speech quality.  
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1. Introduction 

 
1
 This steganography technique is based on CELP coding 

algorithm which works on analysis and synthesis principle 

i.e. It has decoder embedded within the encoder. The LP 

parameters of the coder are selected in such a manner that 

the mean square error between the input speech as well as 

the weighted speech is as less as possible. A Block 

diagram of a synthesis-by-analysis codec is shown in the 

figure 1. Main functional parts include the following: 

 

1.1Frame segmentation 

 

The input speech is fragmented into frames of N blocks of 

samples per frame. The number of samples per frame 

usually varies from 80 to 160 (ITU-T, CS-ACELP et al 

01/2007) (with the frame length of10 ms -20 ms 

respectively). 

 

1.2 Pre-emphasis  

 

Pre-processing of the input involves the decimation of the 

input speech to 8 kHz and then the two pre-emphasis 

operations involving signal scaling and high pass filtering 

(ITU-T, CS-ACELP et al 01/2007) is applied before the 

encoding process. These two pre-emphasis functions are 

implemented by the filter given below (ITU-T, CS-

ACELP et al 01/2007) 
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1.3 Speech parameterisation 

 

For each of the input frame LP parameters are calculated 

using the Levinson Durbin algorithm which uses the auto-

regressive models and calculates the LP parameters from 

the auto-correlation values depending on the filter order(in 

our case it is 10). Then  these obtained  LP  coefficients  

are  transformed  to  the  LSP  domain  for the purpose of   

quantization  and interpolation. These values of 

interpolated LSP for each sub frame are used to get back 

the unquantized LP filter coefficients which are being used 

to reconstruct the weighted speech using the synthesis 

(weighting) filter.  

 

LPC-analysis and encoder 

 

The 10
th
 order linear prediction filter is used for analysis 

and synthesis. The filter order of 10 is decided based on 

the human vocal tract model (Tamanna Islam et al, April 

2000). The synthesis filter is given by equation below 

(ITU-T, CS-ACELP et al 01/2007): 

 
 

    
  

 

  ∑     
    

   

             (2) 

 

Where ai is the quantised LP parameters where i ranges 

from 1 to 10 as depicted from 10
th

 order LP filter. These 

LP parameters are calculated once per frame from the auto 

correlation values. 

    

1.4 LP to LSP conversion  
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Fig. 1 Block Diagram of Encoder 

 

Normally the obtained LP parameters are converted to 

LSF (line spectral frequency) representation due to its 

following properties which makes it a desired choice for 

LP parameters to be converted to that domain including 

(Tamanna Islam et al, April 2000)  

 Bounded range 

  Sequential ordering of the parameters  

 Simple stability check for the filter (its roots lie on the 

unit circle)  

 The LSF representation is a frequency-domain 

representation which helps to the exploit and model 

the human auditory perception.  

 

1.4.1 Quantization of the LSP coefficients 

 

In order to define sum and difference polynomials as given 

below, the inverse filter polynomial is used (Tamanna 

Islam et al, April 2000)  

 

                                   (3) 

                                  (4) 

 

Where M is the LP filter order 

The LSP (line spectral pair) coefficients are defined the 

roots of the sum and difference polynomials P (z) and Q 

(z)  

 

1.4.2 LSF representation 

 

The LSF representation ωi lies in the range [0, π] which are 

quantised using the given equation: that is (ITU-T, CS-

ACELP et al 01/2007) 

 

                                             (5) 

 

Where q denotes the LSP coefficients 

 

1.5 Vector quantisation 

 

Vector quantisation is a form lossy data compression also 

called as block quantisation. 

 The input speech is segmented into frames with each 

frame of K-dimension. The search engine chooses the 

nearest matching vector from a set of n-dimensional 

vectors of the random or fixed codebook. All possible 

combinations of the n-dimensional vector form the input 

code-book to which all the quantized vectors belong. So 

instead of transmitting the quantized LSP parameters only 

the index of the codeword in the codebook is transmitted. 

 
 

Fig. 2 Vector quantization 

 

1.6 Interpolation of the LSP coefficients 

 

Interpolation guarantees a smooth and improved quality of 

synthetic speech due to the fact that it smoothens the 

variation of the filter coefficients as a function of time 

without having the need to transmit any additional 

information. 

 In order to balance the trade-off between frame size 

and bit rate, a frame is usually divided into sub-frames and 

this interpolation is usually done at the sub-frame basis 

(Tamanna Islam et al, April 2000). If the interpolation is 

directly implemented on LP coefficients it does not assure 

the filter stability, so it is thereby converted to LSF 

representation.  

 Interpolation is done on the LSP coefficients which 

work in the cosine domain. For the first sub-frame the LP 

coefficients are obtained by linear interpolation in the 

adjacent sub-frames, whereas for the second frame the 

quantized LP coefficients are obtained from the previous 

frame.  

 The interpolated LSP coefficients for each of the two 

sub-frames are given by [ITU-T, CS-ACELP et al 

01/2007]: 

 

              
        

        
       

              (6) 

 

              
    

                                         (7) 

Where i =1,...., 10 

 

1.7 Weighting filter  

 

The weighting filter is built taking into consideration the 

human auditory masking system. It basically distributes 

the error energy in the high energy region so that the noise 
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energy is masked and is inaudible to the human listener. 

The spectrum of the weighted speech should as closely 

resemble the spectrum of input speech. The commonly 

used weighting filter is (ITU-T, CS-ACELP et al 

01/2007): 

 

             ∑       
   

                           (8) 

 

Where n= 0 to L-1 

s(n) is the input speech  

a represents the LP coefficients of that frame 

β=0.68 

γ1=0.4 to 0.7 

 

2. Results  

 

This technique is carried out on music files taken from the 

http://www.repository.voxforge1.org/downloads/SpeechC

orpus/Trunk/Audio/Original/16kHz_16bit 

2.1 Subjective analysis 

 

MOS rating 

 
 quantized unquantized 

Raai0002.wav 2.5603 2.5607 

Raai0006.wav 1.8734 1.7488 

Raai0009.wav 1.9125 1.3721 

 

2.2 Objective analysis 

 

PSEQ  

β=0.68; γ1=0.61 

 
 quantized Unquantized 

Raai0002.wav 2.2603 2.2407 

Raai0006.wav 1.5934 1.4388 

Raai0009.wav 1.5725 1.0325 

 

Seg_SNR 

 
 Quantized Unquantized 

Raai0002.wav 1.8534 1.8141 

Raai0006.wav 1.9929 1.9805 

Raai0009.wav 2.0741 2.0654 

 

2.3 Variation of PSEQ on values of weighting factor 

or the raai0002.wav file, the PSEQ values are calculated 

for various values of γ  

 
 Quantized Unquantized 

γ1 = 0.48 2.1562 2.1562 

γ1 =0.56 2.3117 2.2366 

γ1= 0.58 2.3125 2.2378 

γ1 =0.6 2.3120 2.2401 

γ1 =0.61 2.2603 2.2407 

γ1 =0.64 2.2273 2.1787 

 

Conclusion 

 

The proposed technique analyses the role of variation in 

weight factor on the perceived speech quality and its 

overall performance. The values of weight factor ranges 

from 0.4 to 0.7 with the optimum speech quality obtained 

in the mid-range rather than selecting the lower bound or 

upper bound. This research motivates to explore the 

domain of steganography by selecting the optimum speech 

as the cover speech which would result in a high quality 

stego speech without introducing much noticeable 

distortion. Nevertheless vector quantization adds to the 

complexity of the coding algorithm still it enhances the 

speech quality and also enables to hide data in lower 

number of bits.  
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