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Abstract 

  

Benefits of cellular manufacturing system depend on major factors namely the design of machine cells and part family, 

setup time and method of operation. Cellular Manufacturing System (CMS) become a failure when these two factors are 

not properly employed. This work incorporates five array-based clustering algorithms namely Single linkage clustering 

method (SLC), Modified-Single Linkage Clustering method (MOD-SLC), Direct Clustering Analysis (DCA),  Rank Order 

Clustering (ROC) and Rank Order Clustering-2 (ROC-2) for analyzing real time manufacturing delay with 

manufacturing cell formation. In the present study, Modified-Single Linkage Clustering (MOD-SLC) method outperforms 

the other four methods, regardless of the measure used, irrespective of any additional prevalence of exceptional elements 

in the data set. The results are validated with real time manufacturing systems data. 

 

Keywords: Part family; Machine cell; Setup time; Cell formation Algorithms; Performance measures.   

 

 

1. Introduction 

 
1
 Cell formation involves the process of analyzing parts or 

machine populations, grouping those parts with similar 

design features or manufacturing routings into families 

and forming the corresponding machines into cells. There 

has been extensive work done in this area and numerous 

clustering algorithms have been applied or developed in 

practice. The Rank Order Clustering (ROC), enhanced 

rank order clustering (ROC2), DCA are among the popular 

cluster analysis based MCF problem solution methods 

(King, 1980, 1982, Chan and Milner, 1982). Different 

types array-based methods and hierarchical methods were 

developed and proposed in the earlier periods (King, 1980, 

1982, Gongaware and Ham, 1991, Mosier and Taube, 

1985(a, b), Gupta and Seifoddini, 1990, Seifoddini, 

1989(a, b), Islam and Sarker, 2000, Yasuda and Yin, 2001, 

Dimopoulos and Mort, 2001). These methods have the 

disadvantage of not forming product and machine cells 

simultaneously; so additional methods need to be 

employed to complete the design of the system.  Grouping 

Efficiency (GE) is one of the crucial parameter to be 

considered in cell formation systems (Chandrasekharan 

and Rajagopalan, 1986(a, b)). Graph decomposition 

problem is to determine machine cells and part families for 
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a fixed number of groups and with bounds on cell size 

(Kumar et al., 1986, Vannelli and Kumar, 1986). 

 Kumar and Vannelli et al., (1987) developed a similar 

procedure for determining parts to be subcontracted in 

order to obtain a perfect block diagonal structure. These 

methods are found to be depending on the initial pivot 

element choice. Co et al. (1988) developed a three-stage 

procedure to form cells and solved a 3-assignment 

problem to assign jobs to machines. Seifoddini (1989a) 

compared the SLC and ALC methods. Gunasingh et al. 

(1989) formulated an integer-programming problem to 

group machines and products for cellular manufacturing 

systems. Chandrasekharan et al. (1989) analyzed the 

performance of the grouping efficiency in evaluating the 

solution qualities of a set of well-structured and ill-

structured problems. The deficiency of the grouping 

efficiency has been investigated by Kumar et al. (1990).  

A comprehensive comparison of three array-based 

clustering techniques is given. The quality of the solution 

given by these methods depends on the initial 

configuration of the zero-one matrix Chu and Tsai (1990). 

Srinivasan (1990) modeled the problem as an assignment 

problem to obtain product and machine cells. Vohra et al. 

(1990) suggested a network based approach to solve the 

grouping problem and used a modified form of the 

Gomory-Hu algorithm to decompose the part-machine 

graph. Askin et al. (1991) proposed a Hamiltonian-path 

algorithm for the grouping problem. David et al. (1998) 
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proposed an effective algorithm to identify part-families 

and bottleneck-parts, given machine groupings. 

Prabbahakaran et al. (2002) addressed on an application of 

the maximal Spanning Tree approach for machine cell 

formation. Hassan et al. (2003) used the four published 

performance measures in evaluating and comparing a 

Modified Single Linkage Clustering heuristic (MOD-SLC) 

against the three well-established machine cell formation 

methods. Chang et al. (2006) proposed a multi-functional 

MP model that incorporates the merits of related CF 

models based on the systematic study of MP models. 

Murugan et al. (2007) implemented cellular manufacturing 

system using cell formation algorithms namely ROC, 

ROC-2 and DCA and validated the better performance of 

DCA.  Alhourani et al. (2007) proposed a new ordinal 

production data similarity coefficient based on the 

sequence of operations and the batch size of the parts.  

While conducting the detailed literature survey, it has been 

found that many cell formation methods have been used to 

reduce the percentage of exceptional elements (PE) and to 

increase the Grouping Efficiency (GE). The result of the 

literature survey indicates the absence of an analysis on 

cell formation methods using the real time data to predict 

the performance. 

 In the present work, comparison has been made on the 

following five machine component cell formation 

algorithms namely,  

 

1. Single Linkage Clustering method (SLC) 

2. Modified-Single Linkage Clustering method (MOD-

SLC) 

3. Rank Order Clustering method (ROC) 

4. Rank Order Clustering-2 method (ROC-2) 

5. Direct Clustering Analysis (DCA) 

The above algorithms use the initial Machine Component 

Incidence Matrix (MCIM) as input to solve the problem. 

 

2. Problem Definition 

 

The main problem faced by the company is that their 

existing layout is used to manufacture the parts for all 

types of the pumps such as mono-block, jet pump and 

submersible pump etc, which causes a congested flow and 

bottlenecks. The company wanted to manufacture the 

submersible pumps in a separate plant. A leading pump 

manufacturing company decided to design a cellular 

layout for their submersible pumps division,  

 To calculate the machine requirements for the new 

layout. 

 To develop programs for each type of cell formation 

algorithms to compute the results automatically. 

 To compare the various cell formation algorithms and 

to find the most suitable algorithm for the given 

problem. 

 To design a cellular layout from the best result 

obtained among the best suited algorithm. 

 To compare the performance of the cellular layout 

with the traditional layout in terms of productivity 

improvement, reduction in material handling distance 

and reduction in floor space requirements. 

 

3. Case Study 

 

The present case study data are collected from a leading 

submersible pump; domestic and agricultural pump 

manufacturing company, producing varieties of 

components. The submersible pump under consideration 

has two main sub-assemblies namely the motor and the 

pump. The pump has 30 parts and the motor has 33 parts, 

out of 63 parts, only 8 main parts are manufactured in 

house and others are purchased from other suppliers. We 

have considered only 8 components and 7 machines. The 

components sequence and their processing times are given 

in the Table 1. From the data collected, Machine 

Component Incidence Matrix (MCIM) is prepared and 

shown below.    

 

Table 1 Machine component incidence matrix (MCIM) 

 
 Parts 

M/C 1 2 3 4 5 6 7 8 

1  1  1     

2 1 1    1 1 1 

3   1   1  1 

4    1   1  

5 1  1  1 1  1 

6    1   1  

7 1 1    1 1 1 

 

4. Methodology 

 

Various algorithms used to solve the initial Machine 

Component Incidence Matrix (MCIM) are given below: 

 

4.1 Modified-Single Linkage Clustering(MOD-SLC) 

 

Baroni et al. (1976) defined a set of properties of similarity 

coefficients and applied these properties to the several 

similarity coefficients. There does not exist any similarity 

coefficient which follows all the properties defined. Islam 

et al. (2000) modified the properties proposed by Baroni et 

al. (1976) and stated them as follows (Sij is the machine i 

and machine j similarity coefficient): 

No mismatch,  Sij→ 1 for Xi = Xj = 0. 

Minimum matches,  Sij→ 0 for Xij, Yij→ 0. 

No match,   Sij→ 0 for Xij, = 0. 

Complete match,  Sij = 1 for Xij = number of parts. 

Maximum matches, Sij→ 1 for Xij + Yij→ number of 

parts. 

 

The similarity measure developed by Baroni et al. (1976) - 

BUB measure - has conformed to the five properties. This 

similarity coefficient has superior properties of 

distribution compared to other coefficients because the 

distribution of its values is more normal and continuous 

(1996). The BUB similarity coefficient is defined as 

follows: 

ij ij ij

ij

i j ij ij ij

X X Y
SB

X X X X Y




  
                         (1) 
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where SBij = BUB similarity between machine i and 

machine j, 0 ≤ SBij ≤ 1. In order to justify the application 

of non- Jaccardian similarity coefficients to the MCF 

problem, Islam et al. (2000) used properties 2 and 5 to 

conclude that both matches (Xij) and misses (Yij) must be 

included in the numerator of the defining similarity 

coefficient. To satisfy properties 2, 3, 4, and 5, the product 

Xij Yij is considered in addition to Xij in the numerator. 

The square root is used to maintain the order consistency 

(Baroni and Buser, 1976). When there are no misses (Yij = 

0), BUB measure is reduced to Jaccard’s measure which is 

the ratio of the number of parts processed by both 

machines to the total number of parts processed by both or 

one of the machines. If (Yij) A the BUB coefficient value 

increases to reflect the real similarity of machine/part 

pairs. Islam et al. (2000) modified BUB measure by 

adding the number of misses (Yij) to the denominator and 

called it ‘relative matching measure’. The Jaccard measure 

has conformed to only three out of the same five 

properties namely, properties 1, 3 and 4. The Jaccard 

similarity measure has several additional limitations which 

have been discussed for years by a number of researchers 

Shafer et al. (1993a): The first limitation occurs when 

there is a high similarity between two machines and the 

Jaccard measure does not detect it. 

 

4.2 Rank Order Clustering -2 (ROC-2) 

 

In ROC-2 the rows and columns are rearranged to form 

the clustered matrix. 

Algorithm 

Step 0: Input: Machine-component incidence matrix 

(MCIM) formed from the operation    sequence of each 

part. 

Step 1: Start from the last column, move the rows with 

positive entries to the top of the matrix. 

 Step 2: Repeat step1 for all the columns. 

Step 3: Start from the last row, move the columns with 

positive entries to the left of 

the matrix.        

Step 4: Repeat step 3 for all rows. 

Step 5: Compare the matrix with the previous result. If the 

matrices are different go to step 1 otherwise to step 6. 

Step 6: Print the final machine-component incidence 

matrix. 

 

4.3 Direct Clustering Analysis (DCA) 

 

In the DCA algorithm the initial matrix is rearranged 

according to the row and column assignments. The rows 

and columns are rearranged to form the clustered Machine 

Component Incidence Matrix. 

Algorithm 

Step 0:  Input: Machine Component Incidence Matrix 

(MCIM) formed from the operation     sequence of each 

part. 

Step 1: The row and column ranks are found by adding 

their corresponding positive entries. 

Step 2: The matrix is rearranged according to the ranks. 

Step 3: Start from the first row, move the columns with 

positive entries to the left of the matrix. 

Step 4: Repeat the step 3 for all the rows. 

Step 5: Start from the first column, move the rows with 

positive entries to the top. 

Step 6: Repeat the step 5 for all the columns. 

Step 7: Compare the matrix with the previous result. If the 

matrices are different go to step 3 otherwise go to step 8. 

Step 8: Print the final machine component incidence 

matrix. 

 

4.4 Single Linkage Clustering (SLC) 

 

It is a hierarchical machine grouping method known as 

Single-Linkage Cluster analysis using similarity 

coefficients between machines. The similarity coefficient 

between two machines is defined as the ratio of the 

number of parts visiting both machines and the number of 

parts visiting one of the two machines: 

                                    (2) 

where Xijk = operation on part k performed both on 

machine i and j, 

Yik = operation on part k performed on machine i, 

Zjk = operation on part k performed on machine j. 

 

Algorithm 

 

Step 1: Compute similarity coefficients for all possible 

pairs of machines. 

Step 2: Select the two most similar machines to form the 

first machine cell. 

Step 3: Lower the similarity level (threshold) and form 

new machine cells by including all the machines with 

similarity coefficients not less than the threshold value. 

Step 4: Continue step 3 until all machines are grouped into 

a single cell. 

 

4.5 Rank Order Clustering (ROC) 

 

In ROC the rows and columns are rearranged to form the 

clustered matrix. 

 

Algorithm 

 

Step 1: For row m=1, 2,……, M, compute the decimal 

equivalent cm by reading the entries as binary words: 

i.e. cm = 2
P-p   

a pm    ; (apm = 0 or 1)                         (3) 

Reorder the rows in decreasing cm. In the case of a tie, 

keep the original order. 

Step 2:  For column p=1, 2,……, P, compute the decimal 

equivalent p rp, by reading the entries as binary words: 

i.e. rp = 2
M-m   

a pm ; (apm = 0 or 1)                            (4) 

 

Reorder the columns in decreasing rp. In the case of a tie, 

keep the original order. 

N

ijk

k=1
ij N

ik jk ijk

k 1

X

S  = 

(Y  + Z  - X )









P

p 1




M

m 1
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Step 3: If the new machine-part matrix is unchanged, then 

stop, else go to step 1. 

 

5. Program Developed 

 

Programs were developed for SLC, ROC, MOD-SLC, 

ROC-2 and DCA algorithms using the C++ language. 

These programs automatically generate the result when the 

initial matrix is given to it. 

 

5.1 Need for the program 

 

The algorithms may require many iterations until the 

results merge, so it is tedious to do calculations manually, 

which can consume time and also the chances for the 

errors are more. 

 

5.2 About the program 

 

Three programs were developed for SLC, ROC, MOD-

SLC, ROC-2 and DCA. The program takes the MCIM as 

the problem, which is stored in a text file (INPUT.TXT) as 

tab delimited entries. After the computation the results are 

written to another text file (OUTPUT.TXT). 

 

5.3 Evaluation parameter 

 

The four main parameters were used to evaluate the cells 

formed are  

 

5.3.1 Exceptional Elements (e)  

 

The number of off-diagonal positive entries (exceptional 

elements) in the final machine part incidence matrix can 

measure the quality of the cluster formation method. PE 

can be computed as 

PE = e0                                        (5)               

where e0 is the number of exceptional elements or the off-

diagonal positive entries. 

 

5.3.2 Voids (v) 

 

Voids indicate that all parts assigned to the cell do  

not require a machine assigned to a cell. Leads to large, 

inefficient cells and can potentially contribute to low 

utilizations. 

 

5.3.3 Efficiency (η) 

 

GE is an aggregate measure that takes both the number of 

exceptional elements and the machine utilization into 

consideration. A convex combination of both terms is 

considered to reveal the relative importance of each term. 

As a rule as higher the GE the better the clustering results. 

Grouping Efficiency,   

η = w η1+ (1-w) η2                                                            (6) 

1

o e

o e v


 

                                                                 (7)  

2

MP o v

MP o e v

 
 

                                                                     (8)

                                      

where w  – Weighing factor 

               o  – Number of 1’s in the matrix 

  e – Number of exceptional elements 

               v  – Number of voids 

               M  – Number of machines 

               P  – Number of parts 

 η  = 1 implies no voids and no exceptional elements 

(perfect clustering) 

 

5.3.4 Efficacy (τ) 

 

GC overcomes the problem of selecting w and the limiting 

range of GE. GC has the requisite properties like non-

negativity,    0-1 ranges and is not affected by the size of 

the MCIM i.e., the number of parts or machine is not 

considered. 

Grouping Efficacy: 
o e

o v


 

                        (9)  

where o – Number of 1’s in the matrix 

e – Number of exceptional elements 

v – Number of voids. 

τ = 1 implies no voids and no exceptional elements 

(perfect clustering) 

τ = 0 implies all 1’s are outside the diagonal blocks. 

 

6. Results and discussion 

 

Table 2 Final matrix after applying ROC-2 algorithm 

 

M/c 
Parts 

6 8 1 7 2 3 5 4 

2 1 1 1 1 1    

7 1 1 1 1 1    

5 1 1 1   1 1  

3 1 1    1   

1    1 1   1 

4    1    1 

6    1    1 

 

Table 3 Final matrix after applying DCA algorithm 

 
 Parts 

M/c 5 3 4 2 1 8 7 6 

7    1 1 1 1 1 

5 1 1   1 1  1 

2    1 1 1 1 1 

3  1    1  1 

6   1    1  

4   1    1  

1   1 1     

 

Table 4 Similarity coefficients after applying MOD-SLC 

algorithm 

 
                           M/c 

M/c 1 2 3 4 5 6 7 

1  0.50  0.84  0.84 0.50 

2   0.5 0.33 0.54 0.33 1 

3    0 0.75 0 0.5 

4     0 1 0.33 

5      0 0.54 

6       0.33 

7        
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Fig. 1 MOD-SLC Dendogram 

 

Table 6 Similarity matrix of SLC 

 
 M/c 

M/c 1 2 3 4 5 6 7 

1  0.33  0.67  0.67 0.33 

2   0.33 0.17 0.43 0.17 1.00 

3     0.60  0.33 

4      1.00 0.17 

5       0.43 

6       0.17 

7        

 

 
Fig. 2 SLC Dendogram 

 

Table 5 Final matrix after applying MOD-SLC algorithm 

 

 Parts 

M/c 4 7 1 2 8 5 6 3 

4  1 1       

6 1 1       

1 1   1     

2  1 1 1 1  1  

7  1 1 1 1  1 1 

3     1  1 1 

5   1  1 1 1 1 

 

Table 7 Final matrix of SLC 

 

 Parts 

M/C 4 7 1 2 3 5 6 8 

4 1 1       

6 1 1       

1 1 1  1     

2  1 1 1   1 1 

7  1 1 1   1 1 

3     1  1 1 

5   1  1 1 1 1 

 

Table 8 Final Matrix of ROC 

 
                    Parts 

M/C 7 4 6 1 8 5 3 2 

4    1   1 1 

1  1  1     

5 1  1  1 1  1 

6    1   1 1 

3   1   1  1 

7 1 1    1 1  

2 1 1    1 1  

 

Table 2 shows the final matrix after applying ROC-2 

algorithm which results 7 exceptional elements and 5 

voids. Table 3 presents the final matrix after applying 

DCA algorithm which results 7 exceptional elements and 

5 voids same like ROC-2 method for this problem. Table 4 

shows the similarity coefficients after applying MOD-SLC 

algorithm for constructing dendogram that is shown in fig. 

1. Table 5 represents the final matrix after applying MOD-

SLC algorithm that results 2 exceptional elements and 3 

voids. To the next, Table 6 shows the similarity coefficient 

matrix after using SLC method for constructing 

dendogram that is shown in Fig. 2 and Table 7 reveals the 

final matrix after applying SLC method which results 4 

exceptional elements and 5 voids.  Table 8 represent the 

final Matrix after applying  ROC method for this problem 

that results 7 exceptional elements and 6 voids. 

 rom the results obtained, it is clear that modified-single 

linkage clustering method gives the better performance for 

the above problem. The result has 2 exceptional elements, 

3 voids, grouping efficiency is 91.33% and grouping 

efficacy is 82.14%. Weighing factor was selected as 0.412, 

given by Mukhopadhyay et al. (1995). Thus, it was found 

that MOD-SLC algorithm gives better result than the other 

two in this case study. The results obtained from the five 

cell formation algorithms are shown in Table 9 and the 

comparison of performance measure all methods are 

shown  graphically in Figure 9.  

 

6.1 Graphical results of algorithm Vs. evaluating 

parameters 

 
Fig. 3 Overall comparisons of cell formation algorithms 

and performance measures 
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Fig. 4 Total Production Time 

 

 
Fig. 5 Productivity 

 

Table 9 Numerical results cell formation algorithms 

 
Algorithms 

                                

                                   

Performance 

                              measures 

SLC ROC 
ROC-

2 
DCA 

MOD

-SLC 

PE (Nos.) 4 7 7 7 2 

Voids (Nos.) 5 6 5 5 3 

GE % 84.26 80.66 79.18 79.18 91.33 

GC % 70 64.52 62.5 62.5 82.14 

 

Figure 5 shows the overall improved performance of 

MOD-SLC algorithm than SLC, ROC, ROC-2 and DCA 

based on all evaluation parameters.  

 

6.2 Cells formed 

 

Based on the machine component incidence matrix, the 

final result obtained from the MOD-SLC algorithm was 

designed with four cells.  

 

Table 10 Machine group and cell formation 

 
Cell 

No. 
Machines Parts 

1. 

 

 Light duty lathe 

 Medium duty lathe 

 

 NRV casing 

 NRV plate 

 Thrust bearing 
housing 

2. 
 Heavy duty lathe 

 Milling machine 

 Stator 

 Bottom bearing 
block 

 Top bearing 

block 3. 
 Injection molding 

machine 

 Ultrasonic welding 
machine 

 Impeller 

4. 
 TIG welding 

machine 
 Rotor 

The grouped machines and the relevant part families in 

each cell are given in Table 10. 

 

6.3 Evaluation and comparison of other parameters 

 

Similarly the other parameters such as total production 

time, productivity and total material handling distance are 

compared based on the From - To chart shown in Table 

11. The modified incidence matrix and peforamnce 

improvements are shown in Table 11 and Table 12, 

respectively. Apart from the considered machines, some 

other supporting machines were also considered while 

designing cellular layout for the improved operations. 

Graphical representations of improved results of total 

production time, productivity and total material handling 

distance are shown in figures from 4 to 6. 

 

 
Fig. 6 Total travelling distance  

 

8. Conclusion 

  

In this work, the response improvement in the industry on 

manufacturing of submersible pump by using cellular 

manufacturing systems has been examined. exceptional 

elements, voids, group efficiency and group efficacy 

measures were used to evaluate the five clustering 

algorithms namely SLC, ROC, ROC-2, DCA, MOD-SLC. 

MOD-SLC resulted in a smaller number of exceptional 

elements (2), voids (3) higher grouping efficiency of 

91.33% and higher grouping efficacy of 82.14%. The 

results of clustering indicate that MOD-SLC is more 

effective than ROC-2 and DCA based on the analysed 

performance measures. Cellular Layout model has been 

designed based on the selected MOD-SLC algorithm. The 

existing conventional system model and the cellular 

manufacturing system model were compared under 

different criteria such as productivity and material 

handling distance. The results from the comparison 

indicate that the Cellular Manufacturing System can 

reduce material handling distance by 51.25 % and can 

improve productivity by 29.04 %. This leads to a faster 

response than the current system. Cellular Manufacturing 

also increases production accuracy that yields more timely 

responses and more competitive business ability.   
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Appendix 

 

Table 10  From – To chart 
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Supply 0 17 17 50 51 35 40 50 

HDL  0 9 38 35 18 27 35 

MDL   0 33 31 17 21 31 

LDL-a    0 16 16 21 16 

TIG     0 18 12 1 

Milling m/c      0 12 17 

Injection m/c       0 12 

Ultra weld m/c        0 

 

Table 11   Modified machine component incidence Matrix 

(MCIM) 
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Table 12   Comparison of other parameters (conventional 

layout Vs. cellular layout) 
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3 

Thrust 

bearing 

block 

24.66 22.8 49.926 24.66 5.3 29.96 32.71 67.26 

4 Rotor 46.2 46.5 97.32 46.2 25.7 71.9 15.67 40.41 

5 Stator 49 56.3 110.2 49 30.28 79.28 30.25 55.86 

6 NRV casing 9.66 18.8 29.426 9.66 9.45 19.11 26.8 38.54 

7 NRV Plate 39.16 22.7 65.776 39.16 10.7 49.86 15.36 58.25 

8 Impeller 1.07 16.8 17.977 1.07 4.2 5.27 72.23 62.63 
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