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Abstract

Cognitive wireless networks are the solution for the existing networks Infrastructure and security problems for all applications. Cognitive techniques adopted in this paper; monitor the transactions among the nodes in the network and detects the malicious nodes and takes preventive measures. To achieve high detection rate, single-sensing with cognition is adopted and training of network is done using artificial neural network based Supervised learning technique. The proposed concept is implemented for homogeneous and heterogeneous wireless networks and Detection probability is calculated based on the network parameters like, sensing range, transmission range, node density and broadcast reachability. As compared with the existing approaches, our proposed approach yielded efficient results.
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1. Introduction

Wireless Networks can reduce the complexity of the existing networks. Mainly it reduces three-fourth of the infrastructure, even though it is not adopted for all the applications, due to security issues. There are enormous work done to solve the security issues. Malicious node detection is one of the most critical security issues in wireless networks.

Cognitive techniques can be applied to wireless networks, to detect the malicious node. Cognitive networks are the intelligent networks because, cognitive techniques involves artificial intelligence. The cognitive wireless network is based on knowledge, that achieves end to end goals of the network and increases reliability of the network, the network lifetime and reduces maintenance costs. Since cognitive networks are based on knowledge framework, network decisions are based on learning and reasoning on information shared among the nodes in the network about the observations made.

Knowledge plane (KP) in cognitive network is based on knowledge rather than tasks, so that the observations from different nodes of the network is correlated to make decisions in the presence of incomplete or conflicting information in dynamic environments.

In the proposed system, we are applying cognitive techniques on the homogeneous and heterogeneous wireless networks. In homogeneous wireless networks, all the node parameters are same, but in heterogeneous wireless networks, it is different. The parameters of the node may be sensing range, transmission range etc., these parameters should be carefully considered while constructing the network based on the applications.

Multilayered feed forward (MLFF) neural network with back propagation (BP) is used to impart intelligence to the cognitive network. MLFF-BP is used for anomaly intrusion detection, which is a supervised learning technique in artificial neural network. In supervised learning technique, the patterns of predefined behaviors of the network transactions are trained.

In wireless networks, there are two ways to detect the intruder. Namely, single-sensing detection and multiple-sensing detection. In single sensing, the intruder is identified using the sensing knowledge from one single node. Whereas in multiple-sensing, intruder is identified using co-operative knowledge of multiple node.

1.1 Motivation

The existing Intrusion Detection techniques in Homogeneous and Heterogeneous Wireless Networks using single-sensing detection and multiple-sensing detection is not efficient. Maximum researchers propose that, single-sensing detection is efficient, but it produces high false detection rate. Since Intrusion Detection System (IDS) is a major component of security infrastructure, it requires efficient detection model with minimum usage of resources.

1.2 Contribution

The Homogeneous and Heterogeneous Wireless Networks are constructed with Cognition techniques. To make
network intelligent, we are achieving Cognition by artificial intelligence and machine learning techniques. Because of cognitive techniques, we are covering maximum network area with minimum number of nodes. By using single-sensing detection with cognition, we are reducing false detection rate of malicious node detection.

1.3 Organization

This paper is organized into the following sections: related work is given in Section 2, Section 3 gives the problem definition, Section 4 explains the system model, Section 5 explains the implementation and Section 6 explains the result analysis, and conclusions are given in Section 7.

2. Related Work

Many researchers have proposed and presented various Intrusion and Malicious node Detection methods for wireless networks; some of the approaches are discussed in this paper.

G Sunilkumar et al., have proposed an approach called Cognition Based Self-organizing Maps for intrusion detection. It uses an unsupervised learning technique. Cognition based Gaussian and Mexican hat neighbor learning functions are evaluated to select the best learning function which exhibits high percentage of malicious node detection. The drawback of this approach is, it is computationally heavy and exhibits higher network response time.

Reznik and Von Pless have proposed the concept of using distributed intelligence into sensor networks. To impart intelligence into sensor networks, they mapped Artificial Neural Network Architecture to WSN Architecture. The advantage of this approach is reduced resource consumption. The cognition is based on reasoning; hence the influence of cognition on network goal is limited.

Youssef and Younis have proposed Gateway Relocation Algorithm, which is a neural network model used to assess safety of Gateway/Sink node at various locations in a WSN. The environment is trained by Genetic Algorithms. The advantage of this approach is, the neural network generates a risk assessment factor for future safe relocation decisions. But there is no influence of Cognition on network goals.

Boonma and Suzuki have proposed an algorithm called MONSOON. In this approach Decentralized group of software agents were inspired by a biological framework that adapt to dynamics of network by satisfying conflicting objectives under given set of constraints. Here the network exhibits Self-configuration, optimization and healing properties by software agents. Since the cognition is based on knowledge and context awareness, it exhibits good extent of network’s end to end goals.

Ana Paula et al. have proposed Decentralized Intrusion Detection Algorithm. This algorithm is divided into three phases. Phase 1 is data acquisition, here messages are collected and the important information is filtered and stored for subsequent analysis. Phase 2 is rule application, here the processing and rules are applied to the stored data and if the message analysis fails then a failure is raised. Phase 3 is intrusion detection, here the number of raised failures is compared to the expected amount of occasional failures in the network and intrusion is detected.

Marti et al., have introduced the idea of watchdog for ad-hoc networks to improve the detection of malicious nodes. In this method, it uses a technique called pathrater for routing protocols to avoid malicious nodes.

Huang and Lee have proposed an IDS model for ad-hoc networks. The IDS is decentralized and intrusion is detected by clusters. Here the responsible node is elected from cluster to monitor the each cycle of transaction. The main drawback of this approach is, it is expensive and inadequate to a WSN.

Liu et al., have proposed the intrusion detection model for mobile WSN to overcome from static WSN architecture approaches. Here each sensor is having mobility and the author have proposed optimal strategy for fast intrusion detection. Because of mobility of sensors, the quality of intrusion detection is more.

2.1 Background

Yun Wang et al., analyze the intrusion detection problem in both homogeneous and heterogeneous wireless sensor networks. Here the intrusion detection probability is characterized based on intrusion distance and network parameters. Both single sensing and multiple-sensing detection models are considered to calculate intrusion detection probability.

Here authors have considered the network connectivity and broadcast reachability in heterogeneous WSN. In this work, it provides insights for designing homogeneous and heterogeneous WSNs by selecting critical network parameters depending on the application requirements.

3. Problem Definition

Given a network with limited nodes deployed uniformly;

3.1 The objectives

(i) Realization of the cognition engine using Backpropagation algorithm.
(ii) To evaluate the Wireless Sensor Networks and Cognitive Networks with respect to Malicious Node Detection.
(iii) To improve the performance of Homogeneous and Heterogeneous Wireless Network using Cognition.
(iv) To show, single-sensing detection is efficient with respect to Intrusion Detection in Cognitive Wireless Network.
(v) To reduce the False Detection Rate in single-sensing detection with cognition.

3.2 Assumptions

(i) Uniform deployments of nodes are done to create Cognitive Wireless Network test bed.
(ii) We have taken Type-I and Type-II nodes. In which Type-I node has a larger sensing and transmission range, Type-II node has a smaller sensing and shorter transmission range.
(iii) Supervised method is used for monitoring the transactions of nodes.

4. System Model

Homogeneous and Heterogeneous Wireless Networks are characterized by the variations in parameters of nodes and their behaviors. To achieve cognition in such networks, we proposed to use Back propagation algorithm for learning and to observe the behavior of nodes.

The architecture of Cognition Engine is shown in Fig.1. The node repository maintains the node identities and the cognition engine recognizes the nodes based on these ids. Numerous predefined data transactions are carried out and these transactions need to be monitored to detect the malicious nodes. The monitored behavior is stored in observed node behavior section of the cognitive frame work.

Cognition can be achieved by using supervised learning technique. Here, to impart intelligence to the nodes, we are using back propagation algorithm to predict its peer node behavior. Relative transaction set contains peer node behavior patterns. If the monitored and relative behavior transactions match, then the node behavior is considered as normal else the variation in the behavior is calculated. If it is above the threshold, then the node is said to be malicious. If there is any unknown, normal new transaction is carried out among the nodes, then it gets trained by back propagation algorithm.

5. Implementation

The detection of intruders in wireless sensor networks is shown in Fig.2. From the diagram, we can observe that, multiple nodes are detecting the same intruder, in the transmission range of the corresponding nodes; this is called as multiple node sensing. Because of multiple nodes sensing, nodes use more bandwidth and consumes more battery power.

The detection of intruders in cognitive networks is shown in Fig.3. From this, we can observe that, multiple nodes are not detecting the same intruder. Here single node is detecting the single intruder even though the multiple nodes are in the transmission range of that intruder. This is called as single node sensing. Because of single node sensing, it uses less bandwidth and also it consumes less battery power. Table I gives the Intrusion Detection System algorithm.

![Fig.1 Cognition Engine](image1)

![Fig.2 Intrusion Detection in Wireless Sensor Networks](image2)

![Fig.3 Intrusion Detection in Cognitive Networks](image3)

<table>
<thead>
<tr>
<th>Algorithm: Intrusion Detection System</th>
</tr>
</thead>
</table>

// Input: Initial network N with initial weights.
// NP<sub>out</sub> = Neural-network-output
// EXP<sub>out</sub> = Expected output of parameter p for node N, for all Nodes N<sub>i</sub> in a Network
for each parameter p in the training set T
Neural-network-output (Network, p); forward pass
Calculate difference D in output (EXP<sub>out</sub> - NP<sub>out</sub>)
if D > threshold then
Consider Node N<sub>i</sub> as intruder, report to administrator;
end if
end for
end for

The cognitive network construction is shown in Fig. 4. Based on capability of the sensing node, the nodes are deployed. So that network capability is uniformly maintained and is done by cognitive process. Based on application, we can cover larger area by using less number of sensing nodes.

In cognitive network, if there is any dead node then, the network gets reconstructed. So that it will not disturb the current application. This is called as dynamic reconstruction. Where as in wireless sensor networks, nodes are randomly deployed and there is a chance of node un-reachability. Because of random deployment, node density can be high in some area and other area it may be less. This leads to problem in application.
dependency. If there is any dead node in wireless sensor network, then the current application gets disturbed. Table II gives the Cognitive Network Creation.

![Fig. 4 Cognitive Network Construction](image)

**Table II**: Cognitive Network Creation

<table>
<thead>
<tr>
<th>Algorithm: Cognitive Network Creation</th>
</tr>
</thead>
<tbody>
<tr>
<td>// Input: Initial network N with initial weights.</td>
</tr>
<tr>
<td>// Output: Balanced network N.</td>
</tr>
<tr>
<td>// N_{out} = Network output for p</td>
</tr>
<tr>
<td>// Ref_{out} = Reference output for p</td>
</tr>
<tr>
<td>for all Nodes N_i in network</td>
</tr>
<tr>
<td>for each parameter p in the training set T</td>
</tr>
<tr>
<td>do</td>
</tr>
<tr>
<td>Calculate error (Ref_{out} - N_{out})</td>
</tr>
<tr>
<td>Compute weight_{hid} for all weights from hidden layer to output layer; backward pass</td>
</tr>
<tr>
<td>Compute weight_{in} for all weights from input layer to hidden layer; backward pass continued</td>
</tr>
<tr>
<td>Update parameter p correctly in a training set T, so that it will satisfy the network condition</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>Return balanced network</td>
</tr>
</tbody>
</table>

6. Result Analysis

6.1 Verification for Homogeneous and Heterogeneous Networks

We have deployed 20 type-I sensors uniformly in 50*50 square meters and the node density is 0.008 per square meter. The sensing range of each sensor varies from 0 to 30 meters. The simulation is done for 30 times to take average intrusion detection values to draw graph.

Fig. 5. Shows the intrusion detection probability with respect to sensing range in wireless sensor networks and cognitive networks.

As the sensing range reaches to 5 meter, the intrusion detection probability increases in both wireless sensor networks and cognitive networks. But in the cognitive network the detection probability reaches to 1 and in wireless sensor network, it reaches to 0.2. As the sensing range is increased in multiples of 5 the detection probability also increases linearly in wireless sensor networks, but in cognitive network is always 1. At the sensing range 30, detection probability in wireless sensor networks also reaches to 1.

![Fig. 5 Intrusion Detection Probability Vs Sensing Range in Homogeneous Networks](image)

From this graph, we can observe that, cognitive network is not depending on sensing range of a node. Whereas wireless sensor network (WSN) is depending on sensing range of a node. The drawback of this approach is the cost of homogeneous network is more due to cost of high capacity nodes i.e., type-I node. If it is type-II node, then it is low capability nodes and it requires more number of nodes so that cost increases.

We have deployed ten type-II nodes constant and type-I nodes is varied from 0 to 60 and the sensing range is set as 5 meters for type-II nodes and 10 meters for type-I nodes. Fig. 6. shows the Intrusion detection probability under heterogeneous case.

![Fig. 6 Intrusion Detection Probability Vs No. of Type1 nodes in Heterogeneous Networks](image)

As the number of type -I nodes are increased to 10, the intrusion detection probability reaches to 1 in cognitive network. But in wireless sensor network it is reached to 0.3.

The number of type -I nodes are increased in multiples of 10 till 60, and then the detection probability is 1 for cognitive network. But wireless sensor network failed to reach detection probability to 1. It is because of high chances of network unreachability in wireless sensor networks.
network, due to heterogeneous network. Only advantage is network cost due to the combinations of different capability of nodes.

6.2 Verification for Network Connectivity

6.2.1 Based on Node Density

From Fig. 7 and Fig. 8, the variation in intrusion detection probability with respect to the number of type-I and type-II node can be observed.

![Fig. 7 Intrusion Detection Probability Vs No. of Type1 Nodes for Network Connectivity in Heterogeneous Networks.](image)

In Fig. 6, the type-II node is kept constant and type-I node is increased, the detection probability also increased in wireless sensor network and cognitive network. But the detection probability in cognitive network is increased much faster and reached to 1 as compared to wireless sensor network.

![Fig. 8 Intrusion Detection Probability Vs No. of Type2 Nodes for Network Connectivity in Heterogeneous Networks.](image)

6.2.2 Based on Transmission Range

From Fig. 9 and Fig. 10, we can observe the variations of detection probability with respect to increase in the transmission range of type-I and type-II node.

![Fig. 9 Intrusion Detection Probability Vs Transmission Range of Type1 Nodes in Heterogeneous Networks.](image)

In Fig. 9, the transmission range of type-II node is kept constant and type-I node is increased from 0 to 30 meter, in Fig. 10 it is vice versa. Initially the detection probability of wireless sensor network is low compared to cognitive network, but at some threshold, both are same.

![Fig. 10 Intrusion Detection Probability Vs Transmission Range of Type2 Nodes in Heterogeneous Networks.](image)

The main drawback of this approach is, the battery power consumption of a node is more. Hence the maintenance is difficult.

6.3 Verification for Broadcast Reachability

The variations in the detection probability with respect to density of nodes for broadcast reachability can be seen in Fig 11.

From the Fig 11, we can conclude that, the broadcast reachability is also depending on the density of nodes and heterogeneity.
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Fig. 11 Intrusion Detection Probability Vs No. of Type1 Nodes in Heterogeneous Networks for Broadcast Reachability.

7. Conclusions

Cognitive wireless networks are the solution for the existing networks infrastructure and security problems for all applications. The transactions among the nodes in the network are monitored and detected the malicious nodes using Cognition. High detection rate is achieved by single-sensing detection with cognition. The proposed concept for homogeneous and heterogeneous wireless networks gives better results, compared with existing approaches.
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