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Abstract 

  

Data mining is described as a process of discover or extracting interesting knowledge from large amounts of data stored 

in multiple data sources such as file systems, databases, data warehouses etc. Data mining tools predict future trends 

and behaviors, allowing businesses to make proactive, knowledge-driven decisions. Powerful systems for collecting data 

and managing it in large databases are already in place in most large and mid-range companies. However the bottleneck 

of turning this data into your success is the difficulty of extracting knowledge about the system that you study from the 

collected data. Data mining and its techniques can be extremely beneficial in many areas such as industry, commerce, 

government, education, and agriculture, healthcare and so on .data mining tools can analyze massive databases to 

deliver answers to questions such as, Which clients most likely to respond to my next promotional mailing, and why? 

Data mining have many advantages but still data mining systems face lot of problems and pitfalls. The purpose of this 

paper is to discuss Role of data mining, its application and various challenges and issues related to it.     
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Introduction 

 
1
Data mining is the process of discovering meaningful 

new correlations, patterns and trends by sifting through 

large amounts of data stored in repositories, using pattern 

recognition technologies as well as statistical and 

mathematical techniques. Data mining is the analysis of 

observational data sets to find. 

       Unsuspected relationships and to summarize the data 

in novel ways that are both understandable and useful to 

the data owner.Data mining is an interdisciplinary field 

bringing together techniques from Machine learning, 

pattern recognition, statistics, databases, and visualization 

to address the issue of information extraction from large 

data bases.( Agrawal R et al,1994) 

       The growth in the field of data mining and knowledge 

discovery has been fastened by a variety of factors: 

 The growth in data collection, as exemplified by the 

supermarket.  

 The storing of the data in data warehouses, so that the 

entire enterprise has access to a reliable current 

database. 

 The availability of increased access to data from Web 

navigation and intranets. 

 The competitive pressure to increase market share in a 

globalized economy. 

 The tremendous growth in computing power and 

storage capacity. 

                                                           
*Corresponding author: Bhoj Raj Sharma 

Data mining functionality 

 

The data mining functionalities and the variety of 

knowledge discovered. Association analysis (Savasre A. et 

al,1995) is the discovery of what are commonly called 

association rules. It studies the frequency of items 

occurring together in transactional databases, and based on 

a threshold called support, identifies the frequent item sets. 

Another threshold, confidence, which is the conditional 

probability than an item appears in a transaction when 

another item appears, is used to pinpoint association rules. 

Association analysis is commonly used for market basket 

analysis. For example, it could be useful for the Our Video 

Store manager to know what movies are often rented 

together or if there is a relationship between renting a 

certain type of movies and buying popcorn or pop. The 

discovered association rules are of the form: P -> Q [s, c], 

where P and Q are conjunctions of attribute value-pairs, 

and s (for support) is the probability that P and Q appear 

together in a transaction and c (for confidence) is the 

conditional probability that Q appears in a transaction 

when P is present. For example, the hypothetic association 

rules:  

RentType(X,game)ANDAge(X,13-19)-

>Buys(X,pop)[s=2%,c=55%] 

would indicate that 2% of the transactions considered are 

of customers aged between 13 and 19 who are renting a 

game and buying a pop, and that there is a certainty of 

55% that teenage customers who rent a game also buy 

pop. Classification analysis is the organization of data in 

http://www.zentut.com/data-mining/what-is-data-mining/
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given classes. Also known as supervised classification, the 

classification uses given class labels to order the objects in 

the data collection. Classification approaches normally use 

a training set where all objects are already associated with 

known class labels. The classification algorithm learns 

from the training set and builds a model. The model is 

used to classify new objects. For example, after starting a 

credit policy, the OurVideoStore managers could analyze 

the customers? behaviours vis-à-vis their credit, and label 

accordingly the customers who received credits with three 

possible labels safe, risky and very risky. The 

classification analysis would generate a model that could 

be used to either accept or reject credit requests in the 

future (Yanthy W. et al,2009). In case of classification 

following terms are important: 

Accuracy: It gives a measure for the overall accuracy of 

the classifier:  

Accuracy (%) = Number of correctly classified instances * 

100 / Number of instances.  

Precision and recall: With respect to classifiers:  

Precision(X) = Number of correctly classified instances of 

class X / Number of instances classified as belonging to 

class X.  

Recall(X) = Number of correctly classified instances of 

class X / Number of instances in class X.  

Confusion matrix: Confusion matrices are very useful for 

evaluating classifiers, as they provide an efficient snapshot 

of its performance, by displaying the distribution of 

correct and incorrect instances 

It is common that users do not have a clear idea of the kind 

of patterns they can discover or need to discover from the 

data at hand. It is therefore important to have a versatile 

and inclusive data mining system that allows the discovery 

of different kinds of knowledge and at different levels of 

abstraction. This also makes interactivity an important 

attribute of a data mining system. 

     The knowledge discovered by data mining tools is 

useful as long as it is interesting, and above all 

understandable by the user. Good data visualization eases 

the interpretation of data mining results, as well as helps 

users better understand their needs. Many data exploratory 

analysis tasks are significantly facilitated by the ability to 

see data in an appropriate visual presentation. There are 

many visualization ideas and proposals for effective data 

graphical presentation. However, there is still much 

research to accomplish in order to obtain good 

visualization tools for large datasets that could be used to 

display and manipulate mined knowledge. The major 

issues related to user interfaces and visualization are 

screen real-estate, information rendering, and interaction. 

Interactivity with the data and data mining results is 

crucial since it provides means for the user to focus and 

refine the mining tasks, as well as to picture the discovered 

knowledge from different angles and at different 

conceptual levels. 

       Most algorithms assume the data to be noise-free. 

This is of course a strong assumption. Most datasets 

contain exceptions, invalid or incomplete information, 

etc., which may complicate, if not obscure, the analysis 

process and in many cases compromise the accuracy of the 

results. As a consequence, data preprocessing (data 

cleaning and transformation) becomes vital. It is often 

seen as lost time, but data cleaning, as time-consuming 

and frustrating as it may be, is one of the most important 

phases in the knowledge discovery process. Data mining 

techniques should be able to handle noise in data or 

incomplete information. More than the size of data, the 

size of the search space is even more decisive for data 

mining techniques. The size of the search space is often 

depending upon the number of dimensions in the domain 

space. The search space usually grows exponentially when 

the number of dimensions increases. This is known as the 

curse of dimensionality. This curse affects so badly the 

performance of some data mining approaches that it is 

becoming one of the most urgent issues to solve. 

 According to CRISP–DM, a given data mining project 

has a life cycle consisting of six phases, as illustrated in 

Figure 1.1. Note that the phase sequence is adaptive. That 

is, the next phase in the sequence often depends on the 

outcomes associated with the preceding phase. The most 

significant dependencies between phases are indicated by 

the arrows. For example, suppose that we are in the 

modeling phase. Depending on the behavior and 

characteristics of the model, we may have to return to the 

data preparation phase for further refinement before 

moving forward to the model evaluation phase. 

 

 
 

Life cycle of data mining 

 

Evolution of Data Mining 

 

The evolution of data mining began when business data 

was first stored on computers, continued with 

improvements in data access, and more recently, generated 

technologies that allow users to navigate through their data 

in real time. Data mining takes this evolutionary process 

beyond retrospective data access and navigation to 

prospective and proactive information delivery(Fayyad U 

et al, 1996).  

      Data mining is ready for application in the business 

world because it is supported by three technologies that 

are now sufficiently mature: 

Massive data collection 

Powerful multiprocessor computers 

Data mining algorithms 



Bhoj Raj Sharma et al                                                                   International Journal of Current Engineering and Technology, Vol.3, No.2 (June 2013) 

 

697 

 

Commercial databases are growing at rapid rate. The 

accompanying need for improved computational engines 

can now be met in a cost effective manner with parallel 

multiprocessor computer technology. Data mining 

algorithms embody techniques that have existed for at 

least 10 years, but have only recently been implemented as 

mature, reliable, understandable tools that consistently 

outperform older statistical methods. In the evolution from 

business data to business information, each new step has 

built upon the previous one. From the user’s point of view, 

the four steps listed below were revolutionary because 

they allowed new business questions to be answered 

accurately and quickly. 

        Data Collection (1960s): Answered questions like 

What was my total income in the last five years?  

Data Access (1980s): Answered business questions like 

What were unit sales in India last year? Relational 

Databases (RDBMS), Structured Query Language (SQL), 

etc. were used for querying and reporting.  

       Data Warehousing & Decision Support (1990s): 

These technologies were capable of answering business 

questions like What were sales last year? The technologies 

used are On-line analytic processing, multidimensional 

databases, data warehouse etc.  

Data Mining (Emerging Today): Capable of answering 

questions like How many people will buy black Car next 

year? Uses advanced algorithms, multiprocessor 

computers, massive databases, etc.  

       The core components of data mining technology have 

been under development for decades, in research areas 

such as statistics, artificial intelligence, and machine 

learning. Today, the maturity of these techniques, coupled 

with high-performance relational database engines and 

broad data integration efforts, make these technologies 

practical for current data warehouse environments. The 

data mining is having various challenges and issues which 

are discussed below(Berry M et al,2002).     

 

Data mining challenges 

 

The shift towards intrinsically distributed complex 

problem solving environments is prompting a range of 

new data mining research and development problems. 

These can be classified into the following broad 

challenges: 

        Distributed data: The data to be mined is stored in 

distributed computing environments on heterogeneous 

platforms. Both for technical and for organizational 

reasons it is impossible to bring all the data to a 

centralized place. Consequently, development of 

algorithms, tools, and services is required that facilitate the 

mining of distributed data(Mechitov A. et al,2001). 

       Distributed operations: In future more and more data 

mining operations and algorithms will be available on the 

grid. To facilitate seamless integration of these resources 

into distributed data mining systems for complex problem 

solving, novel algorithms, tools, grid services and other IT 

infrastructure need to be developed.  

     Massive data: Development of algorithms for mining 

large, massive and high-dimensional data sets (out-of-

memory, parallel, and distributed algorithms) is needed. 

Complex data types: Increasingly complex data sources, 

structures, and types (like natural language text, images, 

time series, multi-relational and object data types etc.) are 

emerging. Grid-enabled mining of such data will require 

the development of new methodologies, algorithms, tools, 

and grid services.  

      Data privacy, security, and governance: Automated 

data mining in distributed environments raises serious 

issues in terms of data privacy, security, and governance. 

Grid-based data mining technology will need to address 

these issues. 

        User-friendliness: Ultimately a system must hide 

technological complexity from the user. To facilitate this, 

new software, tools, and infrastructure development is 

needed in the areas of grid-supported workflow 

management, resource identification, allocation, and 

scheduling, and user interfaces. 

 

Data mining issues 

 

There are many important implementation issues 

associated with data mining: 

       Human interaction: Since data mining problems are 

often not precisely stated, interfaces may be need with 

both domain and technical experts. Technical experts are 

used to formulate the queries and assist in interpreting the 

results. Users are needed to identify training data and 

desired results.  

        Over-fitting: When a model is generated that is 

associated with a given database state, it is desirable that 

the model also fit future database states. Over-fitting 

occurs when the model does not fit future states. This may 

be caused by assumptions that are made about the data or 

may simply be caused by the small size of the training 

database. For example, a classification model for a student 

database may be developed to classify students as an 

excellent, good, or average. If the training database is 

quite small, the model might erroneously indicate that an 

excellent student is anyone who scores more than 90% 

because there is only one entry in the training database 

under 90%. In this case, many future students would be 

erroneously classified as an excellent. Over-fitting can 

arise under other circumstances as well, even though the 

data are not changing.   

        Outliers: There are often many data entries that do 

not fit nicely into the derived model. This becomes even 

more of an issue with very large databases. If a model is 

developed that includes these outliers, then the model may 

not behave well for data that are not outliers.  

       Social One: One of the key issues raised by data 

mining technology is not a business or technological one, 

but a social one. It is the issue of individual privacy. Data 

mining makes it possible to analyze routine business 

transactions and glean a significant amount of information 

about individuals buying habits and preferences.  

       Data integrity: Another issue is that of data integrity.           

Clearly, data analysis can only be as good as the data that 

is being analyzed. A key implementation challenge is 
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integrating conflicting or redundant data from different 

sources. For example, a bank may maintain credit cards 

accounts on several different databases. The addresses (or 

even the names) of a single cardholder may be different in 

each. Software must translate data from one system to 

another and select the address most recently entered.  

       Interpretation of results: Currently, data mining output 

may require experts to correctly interpret the results, 

which might otherwise be meaningless to the average 

database user.  

       Visualization of results: To easily view and 

understand the output of data mining algorithms, 

visualization of the results is helpful.  

      Large datasets: The massive datasets associated with 

data mining create problems when applying algorithms 

designed for small datasets. Many modeling applications 

grow exponentially on the dataset size and thus are too 

inefficient for larger datasets. Sampling and parallelization 

are effective tools to attack this scalability problem.  

High dimensionality: A conventional database schema 

may be composed of many different attributes. The 

problem here is that not all attributes may be needed to 

solve a given data mining problem. In fact, the use of 

some attributes may interfere with the correct completion 

of a data mining task. The use of other attributes may 

simply increase the overall complexity and decrease the 

efficiency of an algorithm. This problem is sometimes 

referred to as the dimensionality curse, meaning that there 

are many attributes (dimensions) involved and it is 

difficult to determine which ones should be used. One 

solution to this high dimensionality problem is to reduce 

the number of attributes, which is known as 

dimensionality reduction. However determining which 

attributes not needed is not always easy to do.  

        Multimedia data: Most previous data mining 

algorithms targeted to traditional data types (numeric, 

character, text, etc.). The use of multimedia data such as is 

found in GIS databases complicates or invalidates many 

proposed algorithms.  

        Relational or Multidimensional databases: A hotly 

debated technical issue is whether it is better to set up a 

relational database structure or a multidimensional one. In 

a relational structure, data is stored in tables, permitting ad 

hoc queries. In a multidimensional structure, on the other 

hand, sets of cubes are arranged in arrays, with subsets 

created according to category. While multidimensional 

structures facilitate multidimensional data mining, 

relational structures thus far have performed better in 

client/server environments. And, with the explosion of the 

Internet, the world is becoming one big client/server 

environment.  

       Noisy data: Some attribute value might be invalid or 

incorrect. These values are often corrected before running 

data mining applications.  

      Irrelevant data: Some attributes in the database might 

not be of interest to the data mining task being developed.  

Missing data: During the pre-processing phase of 

knowledge discovery in databases (KDD), missing data 

may be replaced with estimates. This and other approaches 

to handling missing data can lead to invalid results in the 

data mining step.  

       Changing data:  Databases cannot be assumed to be 

static. However, most data mining algorithms do assume a 

static database. This requires that the algorithm be 

completely rerun anytime the database changes.  

        Application: Determining the intended use for the 

information obtained from the data mining function is a 

challenge. Indeed, how business executives can effectively 

use the output is sometimes considered the more difficult 

part, not the running of the algorithms themselves. 

Because the data are of a type that has not previously been 

known, business practices may have to be modified to 

determine how to effectively use the information 

uncovered (Zurada J. et al,2005).  

        Cost: Finally, there is the issue of cost. While system 

hardware costs have dropped dramatically within the past 

years, data mining and data warehousing tend to be self-

reinforcing. The more powerful the data mining queries, 

the greater the utility of the information being gleaned 

from the data, and the greater the pressure to increase the 

amount of data being collected and maintained, which 

increases the pressure for faster, more powerful data 

mining queries. This increases pressure for larger, faster 

systems, which are more expensive(Baazaoui Z et 

al,2005).  

 

Data Mining Applications in Sales/Marketing 
 

Data mining enables businesses to understand the hidden 

patterns inside historical purchasing transaction data, thus 

helping in planning and launching new marketing 

campaigns in prompt and cost effective way(Berry M.J.A. 

et al,1997). The following illustrates several data mining 

applications in sale and marketing. 

       Data mining is used for market basket analysis to 

provide information on what product combinations were 

purchased together, when they were bought and in what 

sequence.  This information helps businesses promote 

their most profitable products and maximize the profit. In 

addition, it encourages customers to purchase related 

products that they may have been missed or 

overlooked(Pang-Ning T et al,2012). 

      Retail companies’ uses data mining to identify 

customer’s behavior buying patterns. 

 

Data Mining Applications in Banking / Finance 
 

Several data mining techniques e.g., distributed data 

mining have been researched, modeled and developed to 

help credit card fraud detection. 

      Data mining is used to identify customer’s loyalty by 

analyzing the data of customer’s purchasing activities such 

as the data of frequency of purchase in a period of time, 

total monetary value of all purchases and when was the 

last purchase. After analyzing those dimensions, the 

relative measure is generated for each customer. The 

higher of the score, the more relative loyal the customer is. 

To help bank to retain credit card customers, data mining 

is applied.  By analyzing the past data, data mining can 

http://www.zentut.com/data-mining/data-mining-techniques/
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help banks predict customers that likely to change their 

credit card affiliation so they can plan and launch different 

special offers to retain those customers. 

      Credit card spending by customer groups can be 

identified by using data mining. 

       The hidden correlations between different financial 

indicators can be discovered by using data mining. 

From historical market data, data mining enables to 

identify stock trading rules. 

 

Data Mining Applications in Health Care and 

Insurance 
 

The growth of the insurance industry entirely depends on 

the ability of converting data into the knowledge, 

information or intelligence about customers, competitors 

and its markets. Data mining is applied in insurance 

industry lately but brought tremendous competitive 

advantages to the companies who have implemented it 

successfully. (Berson A et al,1997)The data mining 

applications in insurance industry are listed below: 

Data mining is applied in claims analysis such as 

identifying which medical procedures are claimed together 

(Kusiak A et al,2000) 

        Data mining enables to forecasts which customers 

will potentially purchase new policies. 

Data mining allows insurance companies to detect risky 

customers’ behavior patterns. 

        Data mining helps detect fraudulent behavior. 

 

Data Mining Applications in Transportation 
 

Data mining helps determine the distribution schedules 

among warehouses and outlets and analyze loading 

patterns. 

 

Data Mining Applications in Medicine 
 

Data mining enables to characterize patient activities to 

see incoming office visits. Data mining helps identify the 

patterns of successful medical therapies for different 

illnesses(Antonie M et al,2001). 

      Data mining applications are continuously developing 

in various industries to provide more hidden knowledge 

that increases business efficiency and grows businesses 

(Awan MSK et al,1999). 

 

Pros and cons of Data Mining 

 

Data mining has a lot of pros when using in a specific 

industry. Besides those pros, data mining also has its own 

cons e.g., privacy, security and misuse of information. We 

will examine those pros and cons of data mining in 

different industries in a greater detail. 

 

Pros of Data Mining 

 

Marketing / Retail:-Data mining helps marketing 

companies build models based on historical data to predict 

who will respond to the new marketing campaigns such as 

direct mail, online marketing campaign etc. Through the 

results, marketers will have appropriate approach to sell 

profitable products to targeted customers. 

       Data mining brings a lot of benefits to retail 

companies in the same way as marketing. Through market 

basket analysis, a store can have an appropriate production 

arrangement in a way that customers can buy frequent 

buying products together with pleasant. In addition, it also 

helps the retail companies offer certain discounts for 

particular products that will attract more customers. 

Finance / Banking:-Data mining gives financial 

institutions information about loan information and credit 

reporting. By building a model from historical customer’s 

data, the bank and financial institution can determine good 

and bad loans. In addition, data mining helps banks detect 

fraudulent credit card transactions to protect credit card’s 

owner. 

         Manufacturing:-By applying data mining in 

operational engineering data, manufacturers can detect 

faulty equipments and determine optimal control 

parameters. For example semi-conductor manufacturers 

has a challenge that even the conditions of manufacturing 

environments at different wafer production plants are 

similar, the quality of wafer are lot the same and some for 

unknown reasons even has defects. Data mining has been 

applying to determine the ranges of control parameters 

that lead to the production of golden wafer. Then those 

optimal control parameters are used to manufacture wafers 

with desired quality(Awan MSK et al,1999). 

      Governments:-Data mining helps government agency 

by digging and analyzing records of financial transaction 

to build patterns that can detect money laundering or 

criminal activities. 

 

Cons of data mining 

 

Privacy Issues:-The concerns about the personal privacy 

have been increasing enormously recently especially when 

internet is booming with social networks, e-commerce, 

forums, blogs. Because of privacy issues, people are afraid 

of their personal information is collected and used in 

unethical way that potentially causing them a lot of 

troubles. Businesses collect information about their 

customers in many ways for understanding their 

purchasing behaviors trends. However businesses don’t 

last forever, some days they may be acquired by other or 

gone. At this time the personal information they own 

probably is sold to other or leak. 

      Security issues:-Security is a big issue. Businesses 

own information about their employees and customers 

including social security number, birthday, payroll and etc. 

However how properly this information is taken care is 

still in questions. There have been a lot of cases that 

hackers accessed and stole big data of customers from big 

corporation such as Ford Motor Credit Company, Sony. 

with so much personal and financial information available, 

the credit card stolen and identity theft become a big 

problem. 

         Misuse of information/inaccurate information:-

Information is collected through data mining intended for 
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the ethical purposes can be misused. This information may 

be exploited by unethical people or businesses to take 

benefits of vulnerable people or discriminate against a 

group of people. In addition, data mining technique is not 

perfectly accurate. Therefore if inaccurate information is 

used for decision-making, it will cause serious 

consequence. 

       Misuse of information/inaccurate information:-

Information is collected through data mining intended for 

the ethical purposes can be misused. This information may 

be exploited by unethical people or businesses to take 

benefits of vulnerable people or discriminate against a 

group of people.In addition, data mining technique is not 

perfectly accurate. Therefore if inaccurate information is 

used for decision-making, it will cause serious 

consequence(Jain B.A et al,1997). 

 

Conclusion 

 

Data Mining brings a lot of benefits to businesses, society, 

governments as well as individual. Howeverprivacy, 

security and misuse of information are the major problems 

if they are not addressed and resolved properly. 

Moreover,sincethe data mining process is systematic, it 

offers enterprises/government the ability to discover 

hidden patterns in their data-patterns that can help them 

understand customer behavior and market trends. 

          In this paper, the concept of data mining, role of 

data mining its major challenges, issues and application 

have been focused which help in business strategy 

formulations, decision making and analysis to the 

business, society and governments. 
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